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Lead-In

“Evidence
is

stronger
than
argument.”

—from
The
Celebrity



by
Winston
Churchill,
1897

Healthcare
professionals
apply specialized
knowledge and
skills in the
interest of
patients. This text
is about the
production and



use of new
knowledge
produced by
research. As a
professional
nurse, you should
know something
about how
knowledge for
practice is
produced and how
to use that
knowledge in what
you do every day.



Aims

In the first part of
the text, the focus
is on how clinical
knowledge is
produced—from
original studies, to
research
summaries, to the
translation of
research evidence
into practice
guidelines. Just
enough of the



basics of
conducting
research are
explained so you
can understand
research reports,
research reviews,
and evidence-
based guidelines
published in
clinical journals.
Then in the
second part of the
book, the use of



research in
practice settings
is examined. This
includes locating,
appraising, and
translating
research evidence
into clinical
protocols and
standards of care.

Features of
Note

s Emphasis on



Using
Research
Evidence
Systematic
research
reviews and
evidence-
based clinical
practice
guidelines
receive
considerable
attention as
the most



ready-to-go
forms of
research
evidence.
Basing care on
one or even
several
individual
studies is
viewed as the
fallback
position—for
reasons that
are explained



early on. In the
second part of
the text there
is a strong
emphasis on
developing
skills in
appraising the
quality and
applicability of
the various
forms of
research
evidence.



m» Easy to Read
An online
reviewer of the
third edition
said it was
easy to
understand
because it was
written almost
like a blog.
Although some
persons may
view these
descriptions as



an indication
that the book
is not
“academic,” |
feel good
about them
because | have
made
considerable
effort to write
so that
complex
information is
conveyed in a



clear and de-
jargonized
way. | hope
you find it
readable and
clear—even
interesting.
Format In
Part |, a profile
and discussion
is provided for
each exemplar
research
report you



read; this
material is
presented in a
consistent
WHY-HOW-
WHAT format
to assist you in
breaking a
research
article down
into its key
parts.
Exemplars As
in previous



editions, actual
research
reports are
used to
illustrate the
different types
of research
evidence.
Careful
reading of
these
exemplars is
essential to
acquiring



understanding
of how nursing
research is
conducted and
reported. Four
exemplars are
printed in full,
whereas the
citation and
abstract are
provided for
the other
three. We are
unable to print



these three in
full here due to
copyright
restrictions.
The full reports
should be
easily obtained
through
college,
university, and
medical center
libraries.
Statistics You
will note that



there is not a
chapter about
statistics;
instead
specific
statistical tests
and their
interpretations
are
incorporated
into the
explanations of
results of the
exemplar



reports.
Students have
told me that
learning about
a statistical
test in the
context of an
actual study is
quite helpful.
The index
indicates the
page(s) on
which each



statistic is
explained.
Gender
References
As with all
texts that
include
examples with
unknown
persons, there
is the she-
her/lhe-him
conundrum.
There are



various ways
to deal with it,
but | have
chosen to
sometimes
refer to the
nurse as she
and other
times as he—
the same with
references to
an individual
patient.

Sarah Jo Brown,



PhD, RN



PART I:
Nursing

Research

1 The
Research-
Practice
Connection

2 Research
Evidence



3 Reading
Research
Articles

4
Qualitative
Research

5
Quantitative
Descriptive
Research

6
Correlational



Research

7
Experimental
Research

8 Cohort
Research

9
Systematic
Reviews

10
Evidence-
Based



Clinical
Practice
Guidelines

The level of
knowledge
required to
understand
research reports
published in
clinical journals is
somewhat akin to
being a savvy
computer user. To



be a competent
computer user,
you do not have to
understand binary
arithmetic,
circuitry, program
architecture, or
how central
processing units
work. You just
need to know
some basic
computer
language and be



familiar with the
features of the
hardware and
software
programs you
use. Similarly, as
a professional
nurse in clinical
care, you do not
need to know all
the different ways
of obtaining
samples, how to
choose an



appropriate
research design,
or how to decide
on the best
statistical test. But
you do need to be
able to read study
reports with basic
understanding of
the methods used
and what the
results mean.



The goal of the
first part of the
text is to introduce
you to research
methods and
different kinds of
research
evidence. To
accomplish this,
seven research
articles have been
chosen as
exemplars of each
major research



method. The use
of exemplar
articles allows me
to explain
research methods
and results by
pointing them out
in the context of
an actual study.
For reasons
explained in the
Lead-In, an
abstract and
citation is provided



for the first three
exemplars; the
next four are
reprinted in full.

| strongly
recommend that
you read all the
articles in full,
whether they are
reprinted in full
herein or not.
Getting to the full
articles for the



first three articles
using your college
or university
library access
should not be
difficult.
Admittedly, you
might get by
reading just the
abstract. But if
you really want to
acquire the
knowledge and
skills needed to



become a nurse
who is able to
read and put into
practice
professional
health literature,
you will have to
read the exemplar
articles in full.
Doing so will help
you acquire: (1)
understanding of
research methods
and results, (2)



the ability to
extract key
information from
research reports;
and (3) skill in
evaluating whether
the research
evidence is
trustworthy and
applicable to your
practice. The
abstract is just a
sketch and lacks
the details needed



to acquire the
needed
knowledge and
skills.






Courtesy of Abby
Laux, Landscape
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One other
advisory:
Research and
evidence-based
practice
knowledge is built
piece by piece
from the simple to
the more complex
across the text. If
you don't master
early information,
you will struggle



when more
complex
information is
presented later in
the text.

For readers who
like to know
where their
learning will take
them, an overview
of the text’s
learning
progression is



graphically
displayed in
Figure PI-1. The
main learning
goals are in the
chevrons on the
left side. More
specific learning
issues associated
with each goal are
shown to the right.



Goal:
Understand
research

Goal:

How to appraise
research
evidence

Goal:
How to use
evidence

+Why
*+How >
+What

Synopsis

* Credibilty
*Clinical significance
* Applicabilty

I

Decision re: Use

+ Clinical protocols
* EBP-Ql projects
* Individual practice

Evaluate outcomes

I




Figure PI-1
Overview of the
Text’s Learning
Progression



CHAPTER
ONE:

The
Research-
Practice



Connection

Effective nursing
practice requires
the application of
knowledge,
information,
judgment, skills,
caring, and art to
take care of
patients in an
effective and
considerate way.
An important part



of the knowledge
used in making
decisions about
care is produced
by research
findings. ldeally,
all key decisions
about how
patients are cared
for should be
based on
research evidence
(Institute of
Medicine, 2001).



Although this is
not a completely
attainable goal,
large bodies of
healthcare
research provide
considerable
guidance for care.
This text
introduces you to
the basics of how
knowledge is
produced by
conducting



research studies
and to the
application of that
knowledge to
nursing practice.

Research to

Practice
In the healthcare

professions,
research is
conducted to
develop, refine,
and expand



clinical knowledge
about how to
promote wellness
and care for
persons with
illness. The
development of
clinical knowledge
about a clinical
issue plays out
over time
proceeding from a
single study about
the issue, to



several similar and
related studies, to
a systematic
summary of the
finding of the
several studies, to
a translation of the
summary
conclusions into a
clinical action or
decision
recommendation.
Thus, research
evidence develops



as a progression
from knowledge
that has limited
certainty to
greater certainty
and from limited
usefulness to
greater
usefulness.
Actually, clinical
nursing knowledge
is quite variable
with some issues
having been



examined by only
one or two studies
and other issues
having been
studied and
summarized
sufficiently that
research-based
recommendations
have been issued
by respected
organizations and
associations.



The end users of
research evidence
are healthcare
delivery
organizations and
individual care
providers. The
healthcare
delivery
organization could
be nurses on a
particular unit or
ward of a hospital,
a nursing



department, a
multidisciplinary
clinical service
line, a home care
agency, a long-
term care facility,
or a rehabilitation
team; in short: a
group of providers
or an organization
with a
commitment to
basing the care
they deliver on



research
evidence.

Use of research
evidence by
provider groups
and organizations
often takes the
form of clinical
protocols that
are developed
using the research
evidence
available. In



contrast,
individuals use
research evidence
in a softer, less
prescribed way—
meaning that they
incorporate it into
their own practice
as a refinement or
slight change in
how they do
something. After
reading a
research summary



about patient
education
methods for
children learning
to give themselves
insulin, a nurse
might alter her
teaching
approach; or after
reading a study
about sleep
deprivation in
hospitalized
adults, a nurse



working the night
shift might pay
more attention to
how often patients
are being
awakened and try
to cluster care
activities to
reduce
interruptions of
sleep.

Clinical Care
Protocols



Clinical
protocols are
standards of care
for a specified
population that are
set forth by
caregiving
organizations with
the expectation
that providers will
deliver care
accordingly. A
population is a
group of patients



who have the
same health
condition,
problem, or
treatment. A
population can be
defined broadly,
for example, as
persons having
surgery; or
narrowly, as
elderly persons
having hip
replacement



surgery. Some
clinical protocols
set forth a
comprehensive
plan of care for
the specified
population; for
example,
perioperative and
postoperative
care of elderly
persons having hip
surgery, whereas
others address



just one aspect of
care such as body
temperature
maintenance in the
elderly having hip
surgery. Still
others are even
narrower and
could be called a
clinical procedure,
for example, blood
salvage and
transfusion during
hip surgery.



Generally,
multidisciplinary
groups produce
protocols that
address many
aspects of care,
whereas nursing
staff members
produce protocols
that address
clinical issues that
nurses manage,
such as preventing



delirium in ICU
patients.

Clinical protocols
are set forth in
various formats:
standardized
plans of care,
standard order
sets, clinical
pathways, care
algorithms,
decision trees—all
are guides for



clinicians
regarding specific
actions that should
be taken on behalf
of patients in the
specified
population.

PROTOCOLS

s Standardized
plans
of care




= Standard
order
sets

= Clinical
pathways

= Care
algorithms

= Decision
trees

= Care
bundles

Evidence




To produce
effective and
useful clinical
protocols, project
teams combine
research evidence
with other forms
of evidence,
including:

= |nternal quality
monitoring
data



= Data from
national
databases

m EXxpert opinion

= Scientific
principles

= Patient/family
preferences

There is wide
agreement among
healthcare
providers that
research findings
are the most



trustworthy
sources of
evidence and that
clinical protocols
should be based
on research
evidence to the
extent possible.
However, when
research evidence
is not available or
does not address
all aspects of a
clinical issue, the



other forms of
evidence come
into play. In
recognition of the
fact that multiple
sources of
knowledge and
information are
used to develop
clinical protocols,
they are
commonly called
evidence-based
protocols.



Research
evidence is an
essential
ingredient,
although, as you
will learn, the
strength of the
research evidence
will vary. From
here forward | will
use the descriptor
evidence-based,
often abbreviated
e-b, to describe



protocols and
care actions that
are based to a
major degree, but
maybe not
entirely, on
research findings.

Evidence-
Based

Practice
When research

findings are used
to develop a



protocol and the
protocol is
followed in daily
practice, everyone
involved (patients,
healthcare
professionals, the
caregiving
organization, third-
party payers, and
accrediting
agencies) can
have confidence
that patients are



receiving high-
quality care. This
is the case
because the
recommended
actions have been
scientifically
studied, and
people with
expertise in the
field have
considered their
application. In
addition, the



consistency of
care achieved with
standardized e-b
protocols reduces
variability and
omissions in care,
which enhance
even further the
likelihood of good
patient outcomes.
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Using
Clinical

Protocols
In any care

setting, care
protocols do not



exist for every
patient population
and every care
situation.
Healthcare
organizations
develop protocols
to promote
effective clinical
management and
to reduce
variability in the
care of their high-
volume and high-



risk patient
groups. If a
protocol exists, it
should be followed
unless there is
good reason for
not doing so.
Protocols should
be adhered to but
with attentiveness
to how they are
affecting individual
patients. Nurses
are patient



advocates and as
such look out for
patients’ welfare;
this requires that
nurses be
constantly aware
of patients’
responses to
protocols. If a
nurse observes
that a protocol is
not producing
effective results
with a patient, a



clinical leader
should be
consulted to help
determine whether
a different
approach to care
should be used. A
protocol may be
evidence-based
and may work
well for most
patients; however,
it may not be right
for every patient.



Scenario
Suppose you are

providing care to a
patient 2 days
after he had a
lumbar spinal
fusion and you
observe that he
does not seem as
comfortable as he
should be even
though the
postoperative
protocol is being



followed; he has
no neurological
deficit and the
surgeon’s notes
indicate that there
are no signs of
complications. You
should then ask
yourself questions
such as, “Why
isn't he getting
good pain relief?
Should we get a
different pain



medication
approach? Would
applying ice packs
to his lower back
reduce muscle
spasm that could
cause his pain? Is
he turning in bed
and getting up
using proper
technique? Should
he be sitting less?
Should he use his
brace more?” The



advisable course
of action would be
to talk with the
patient and then
with your nurse
manager or a
clinical leader
about how to
supplement or
change some
aspect of his care.

Protocols #
Recipes



So, now you know
a bit about how
research evidence
contributes to
good patient care.
In the rest of Part
| of this text, | will
walk you through
the methods used
to develop clinical
practice
knowledge. In
later chapters of



Part II, | will turn
your thinking once
again to e-b
protocols and to
how you as an
individual can
locate research
evidence when
there is no
protocol for a
clinical condition
or situation.

As a Staff



Nurse
After you have

been in the staff
nurse role for a
while, you may be
asked to
participate in a
project to develop
or update a care
protocol or
procedure. Often,
your organization
will be adapting an
evidence-based



guideline that was
issued by a
professional
association,
leading healthcare
system, or
government
organization.
Other times, an
evidence-based
guideline will not
be available, but a
research summary
relative to the



clinical issue will
have been
published, and its
conclusions will be
used in developing
the protocol. To
contribute to a
protocol project,
you will need to
know how to read
and understand
research articles
published in
professional



nursing journals
and on trustworthy
healthcare

Internet sites.

Scenario

You are working in
a pediatric, urgent
care clinic and are
asked to be a
member of a work
group revising the
protocol for
evaluating and



treating children
with fever who are
suspected of a
having a urinary
tract infection. You
may be asked to
read, appraise,
and report to the
group about an
evidence-based
clinical guideline
produced by a
leading pediatric
hospital. To fulfill



this assignment,
you should be
able to formulate
a reasonably
informed opinion
as to the extent to
which the
guideline
recommendations
are evidence
based (e-b) and
were produced in
a sound manner. If
the



recommendations
are deemed
credible, then the
protocol work
group will rely
heavily on them
while developing
their protocol.

In this anecdote,
do note that the
protocol project
team was building
on the works of



others who had
produced an e-b
guideline on the
issue. E-b
guidelines and
protocols may
sound similar but
they are different
in an important
way. E-b
guidelines (1)
draw directly on
the research
evidence, (2) are



produced by
experts from a
variety of work
settings, and (3)
consist of a set of
e-b
recommendations
that are not
intended for a
particular setting.
In contrast, clinical
protocols are
produced by
providers in a



healthcare setting
for that setting;
often they are
translations of an
e-b guideline that
keep the essential
nature of the
guideline
recommendations
but tweak them to
fit into the routines
and resources of
the particular
setting.



GUIDELINE:
A set of
recommendat
for the

care of a
patient
population
that is
issued by

a
professional
association,
leading
healthcare

ons



center, or
government
organization.
Guidelines
are not
setting
specific.

PROTOCOL.:
A set of

care

actions

for a

patient




population
that has
been
endorsed
by the
hospital,
agency,
clinic, or
healthcare
facility.
Protocols
are setting
specific.




Short
History of
Evidence-
Based
Nursing

Practice
The nursing

profession has
been conducting
scientific research
since the 1920s,
when case studies
were first
published, and



calls for research
about nursing
practice were first
issued in the
American Journal
of Nursing. Now,
nursing research
is being conducted
in countries
around the world,
and reports of
clinical research
studies are
published in



research journals
and clinical
journals in many
languages. In
many countries,
nursing research
is funded by the
government, and
over 50 countries
have doctoral
programs in
nursing. The
growing cadre of
nurses with



doctoral degrees
has propelled both
the quantity and
quality of clinical
nursing research
being conducted.
In the United
States, the
National Institute
of Nursing
Research
(www.ninr.nih.gov),
a component of
the National


http://www.ninr.nih.gov

Institutes of
Health, is a major
source of funding
for nursing
research. Many
other countries
have similar
organizations.

In the mid-1970s,
visionary nurse
leaders realized
that even though
clinical research



was producing
new knowledge
indicating which
nursing methods
were effective and
which were not,
practicing nurses
were not aware of
the research. As a
result, several
projects were
started to
increase the
utilization of



research-
supported actions
by practicing
nurses. These
projects gathered
together the
research that had
been conducted
on issues such as
preoperative
teaching,
constipation in
nursing home
residents,



management of
urinary drainage
systems, and
preventing
decubitus ulcers.
Studies were
critiqued,
evidence-based
guidelines were
developed, and
considerable
attention was paid
to how the
guidelines were



introduced into
nursing
departments
(Horsley, Crane,
& Bingle, 1978;
Krueger, Nelson,
& Wolanin,
1978). These
projects
stimulated interest
in the use of
nursing research
in practice
throughout the



United States; at
the same time,
nurses in other
countries were
also coming to the
same recognition.
By the 1980s and
1990s, many
research utilization
projects using
diverse
approaches to
making nurses
aware of research



findings were
under way.

During this time,
interest in using
research findings
in practice was
also proceeding in
medicine. In the
United Kingdom,
the Cochrane
Collaboration at
Oxford University
was formed in



1992 to produce
rigorous research
summaries with
the goal of making
it easier for
clinicians to learn
what various
studies found
regarding the
effectiveness of
particular
healthcare
interventions. At
the McMaster



Medical School in
Montreal, Canada,
a faculty group
started the
evidence-based
practice
movement. This
movement brought
to the forefront
the responsibility
of the individual
clinicians to seek
out the best
evidence available



when making
clinical decisions
in everyday
practice. The
evidence-based
practice (EBP)
movement in
medicine flowed
over into nursing
and reenergized
the use of
research by
nurses.



Three other things
were happening in
the late 1990s and
early 2000s:

= Considerably
more clinical
nursing
research was
being
conducted.

= The EBP
movement was
proceeding in



a somewhat
multidisciplinary
way.

National
governments in
the United
States, the
United
Kingdom,
Canada, and
many other
countries
funded efforts
to promote the



translation of
research into
practice.

Today, high-quality
evidence-based
clinical practice
guidelines and
research
summaries are
being produced by
healthcare
organizations
around the world,
and nursing staffs



are increasingly
developing clinical
protocols based
on those
guidelines and
summaries. Also,
individual clinicians
are increasingly
seeking out the
best available
evidence to use
as a guide for the
care they provide
to patients. The



most recent
development is an
area of research
called
implementation
research or
translational
research. These
studies examine
how to implement
evidence-based
innovations in
various practice
settings so the



changes are taken
up by direct care
providers and
become part of
routine care.

Your Path to
Evidence-
Based

Practice
| want to

emphasize that
the point of this
text and of the



course you are
taking is not to
prepare you to
become a nurse
researcher, but
rather to help you
be an informed
consumer of
nursing research,
i.e., a true
professional
clinician. The
exemplar research
articles you will be



reading were
published in
clinical journals,
not research
journals. They
were written for
clinicians; thus
they do not go into
the fine points of
research
methodology. In
Part | you will
start by learning
about individual



studies, then
about research
summaries, and
last about clinical
practice
guidelines—the
three major forms
of research
evidence. Your
goal in reading
about them will be
to grasp why the
study/summary/guideline
was done, how it



was done, and
what was found.

Because this text
is a primer, only
the most widely
used and
important types of
research are
presented. Also,
the information
provided is
selective, which
means that it is



not a
comprehensive
reference source
regarding
research
methodology. It
does not delve
deeply into
methodological
issues; it does not
explain all
research designs,
methods, and
statistics.



However, it does
provide an
introduction to
research methods
and results that
serves as a
foundation for
making a
judgment about
the credibility of a
study/summary/guideline.

In Part Il you will
learn about using



research evidence
in nursing
practice. You will
revisit the
studies/summaries/guideline
you read in Part |,
to learn how to
critically appraise
their soundness,
and consider their
applicability to a
particular setting.
You will also learn
about how



organizations use
research evidence
to develop clinical
protocols and how
to use research
evidence in your
own individual
clinical practice.

You, the
Learner

The exploration of
evidence-based
nursing in this text



assumes that you
(1) have had an
introduction to
statistics course;
(2) have some
experience in
clinical settings;
and (3) are
committed to
excellence in your
professional
practice.

Other



Learning
Resources

In reading this
text, and indeed in
your reading of
research articles
once you have
graduated, you
may want to have
a statistics book
handy to look up
statistical terms
and tests you
have forgotten or



never learned.
Your statistics text
need not be new.
Earlier editions
are often available
very inexpensively
—and statistics do
not change much
from edition to
edition. Do make
sure you use a
basic book, not an
advanced one
written for



researchers. If in
doubt, ask your
instructor for a
suggestion.

For a full suite of

learning activities

and resources,

use the access

code located in

the front of your

text to visit this

exclusive website:
http://go.jblearning.com/b


http://go.jblearning.com/brown4e

If you do not have
an access code,
you can obtain
one at the site.
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CHAPTER
TWO:
Research
Evidence

The term research
evidence needs to



be defined. First,
perhaps obvious,
scientific research
is the methodical
study of
phenomena that
are part of the
reality that
humans can
observe, detect,
or infer; it is
conducted to
understand what
exists and to



acquire
knowledge about
how things work.
More particularly,
nursing research
is the study of
phenomena in and
relevant to the
world of nursing
practice; nursing
phenomena can
be grouped into
five categories
(adapted from



Kim, 2000). The
categories and
examples of
phenomena within
each are:

= The Client as
a Person
(motivation,
anxiety, hope,
exercise level,
and adherence
to treatments)



m The Client’s
Environment
(social
support,
financial
resources, and
peer group
values)

= Nursing
Interventions
(risk
assessment
for skin
breakdown,



patient
teaching, and
wound care)
Nurse—patient
Relationship
and
Communication
(person-
centered talk,
collaborative
decision
making)

The
Healthcare



System
(access to
health care,
quality of care,
cost)

In brief, nursing
phenomena are
personal, social,
physical, and
system realities
that exist or occur
within the realm
with which nursing
is concerned.



As a student new
to the science of
nursing, when
mention is made
of research
evidence, you will
naturally think of
the findings of a
scientific study.
However, as you
proceed through
this course, you
will come to see



that research
evidence can take
several forms,
namely:

= Findings from
a single,
original study

= Conclusions
from a
summary of
several (or
many) original
studies



= Research-
based
recommendations
of a clinical
practice
guideline

Building
Knowledge
for Practice
A finding of a
single original
study is the most
basic form of
research



evidence. Most
studies produce
several findings,
but each finding
should be
considered as a
separate piece of
evidence because
one finding may
be well supported
by the study
whereas another
finding may be on
shaky ground.



Although a finding
from an original
study is the basic
building block of
scientific
knowledge, clinical
knowledge is
really more like a
structure made up
of many different
kinds of blocks.



E-B
Guidelines

Systematic

Research Reviews

Fi

[

ndings from Individual

Studies

Buildin

g Practice

Knowledge

Building Practice Knowledge



Findings from
several/many
soundly conducted
studies are
necessary to build
reliable knowledge
regarding a clinical
issue. Insistence
on confirmation of
a finding from
more than one
study ensures that
a knowledge claim
(or assertion) is



not just a fluke
unique to the
patients, setting,
or research
methods of one
study. If a finding
is confirmed in
several different
studies, clinicians
have confidence in
that knowledge
because it held up
across diverse
settings, research



methods, patient
participants, and
clinician
participants.

There are several
recognized ways
of summarizing
findings from two
or more studies;
as a group these
methods are
called systematic
research reviews,



most often
shortened to
systematic
reviews.
Conclusions from
systematic
reviews may then
be translated into
evidence-based
recommendations
by expert panels.
A group of e-b
recommendations
is called an



evidence-based
clinical practice
guideline. Although
one could make a
case that
evidence-based
recommendations
are technically
derivations of
research
evidence, when
they are true to
the underlying
research results



they are
considered
research evidence
for practical
purposes. In this
chapter, each of
these forms of
research evidence
is introduced
briefly in turn.
Later in the text,
each is
considered in
depth.



Findings
from an
Original
Study

Most people think
of a research
study as involving
(1) a large number
of subjects who
are (2) randomly
assigned to be in
one of several
intervention
groups; (3)



research
environments that
are tightly
controlled; and (4)
data that are
meticulously
obtained and then
analyzed using
statistics to
produce results. In
fact, research
using these
methods is
common and



valuable; however,
it is only one type
of scientific study
—there are many
other kinds. The
most common
way of thinking
about research
methods is to
categorize them
as qualitative and
quantitative.

Qualitative



Research
Qualitative
research can be
used to study
what it is like to
have a certain
health problem or
healthcare
experience.
Qualitative
research methods
are also used to
study care
settings and



patient—provider
interaction. The
following are
examples of
phenomena a
nurse researcher
might study using
qualitative
methods:

1. The
experience
of being a
physically



disabled
parent or
the
experience
of recovery
from a
disability.

. The

interpersonal
support
dynamics at
a social
center for
persons



with chronic
mental
illness.

. How

intensive
care unit
(ICU) staff
members
interact with
family
members of
uUNCONSCIOUS
patients.



4. How a
family who
has entered
a family
weight loss
program
makes
changes in
eating and
physical
activity over
time.



These kinds of
social experiences
and situations are
typically tangles of
issues, forces,
perceptions,
values,
expectations, and
aims. They can be
understood and
sorted out best by
methods of inquiry
that will get at
participants’



perceptions,
feelings, daily
thoughts, beliefs,
expectations, and
behavior patterns.

Qualitative
researchers have
an overall plan for
how they will
approach potential
informants and
position
themselves in



situations of
interest. However,
they are also
committed to
going where the
data leads them
and following up
leads suggested
by prior
informants. Data
collection methods
such as in-depth
interviewing,
extended



observation, diary
keeping, and
focus groups are
used to acquire
insights regarding
subjective and
social realities.
Qualitative data
consists of what
people say,
observational
notes, and written
material. The data
are analyzed in



ways that
preserve the
meanings of the
stories, opinions,
and comments
participants offer.
The goal of
qualitative
research is
understanding—
not counting,
measuring,
averaging, or
quantifying in any



way. Qualitative
research is
described in more
depth in Chapter
4.

Quantitative
Research
Quantitative
research methods
provide a different
perspective on
how the world
works.



Quantitative
researchers
assume a basic
understanding of
phenomena that
allows numerical
measurement of
them. They then
use numerical
measurements to
confirm the level
at which
phenomena are
present and



explore the nature
of relationships
among them under
various conditions.
For instance, the
quantitative
measurement of
body temperature
using a degree
scale on a
thermometer is a
precise way of
determining body
temperature at a



point in time and
tracking it over
time. It is also
makes possible
the study of the
relationship
between body
temperature and
blood alcohol level
by 2-axis graphing
and by statistical
analysis.
Measurement is
also used to test



how well a nursing
intervention works
compared to
another
intervention by
measuring the
outcomes
achieved by both
intervention
groups to
determine if there
is a difference.



Quantitative
researchers have
specific study
questions they
want to examine;
most often the
questions involve
several
phenomena. For
example, a
researcher whose
main interest is
preoperative
anxiety may ask a



research question
pertaining to how
patients’ levels of
perceived risk for
a bad outcome
affect anxiety.
Perceived risk and
preoperative
anxiety are the
phenomena that
make up the
research question.
In research lingo,
however, the



phenomena of
interest are called
variables because
they are not
constants—they
exist at more than
one level and vary
in time, place,
person, and
context.

Variables
are
phenomenon




that exist

at more

than one
level

The following are
examples of study
purposes that
could be studied
using quantitative
research
methods:



= The strength of
relationship
between
health-related
phenomena
(e.qg., between
mothers’ hours
worked
outside the
home and
mothers’ level
of fatigue).

m Test a
hypothesis



about the
effectiveness
of an
intervention
(e.g., A
smoking
cessation
program
delivered to
small groups
of sixth
graders by a
school nurse
will result in a



lower level of
smoking in 3
years than will
an interactive
computer
program
delivered and
evaluated in
the same time
frame. The
intervention in
this study is
one variable (it
is a variable



because it has
two forms);
level of
smoking at 3
years is the
other variable.
Predict good
or bad health
outcomes
(e.g.,
Determine
predictors of
re-
hospitalization



within 30 days
for persons
discharged on
newly
prescribed
anticoagulants.
Several
predictor
variables could
be tested,
such as: type
of
anticoagulant,
frequency of



blood level
monitoring,
age, or lives
alone. Re-
hospitalization
(yes/no) is the
outcome
variable).

Researchers then
choose a research
design that will
produce answers
to their questions.
A research



design is a
framework or
general guide
regarding how to
structure studies
conducted to
answer a certain
type of research
question. The four
quantitative
research designs
used most often in
nursing research
are:



. Descriptive
designs

. Correlation

designs
. Experimental
designs

. Quasi-

experimental
designs
(Burns &
Grove,

2009)



After choosing a
design that will
answer their
research
questions and is
feasible given their
resources, they
develop a detailed
study plan that
spells out
specifically how
their study will be
conducted—
sample size, how



participants will be
recruited, data to
be collected,
statistical analysis
that will be done,
etc.

Mixed
Methods

Research
Researchers

sometimes use
qualitative and
quantitative



methods in
combination with
one another. Using
mixed methods
may produce a
more complete
portrayal of an
issue than can one
method alone. For
instance,
researchers used
mixed methods to
identify health
concerns in an



African American
community; they
conducted focus
groups and
analyzed the
results of a
community health
survey. They
concluded that
“Although
quantitative
approaches yield
concrete evidence
of community



needs, qualitative
approaches
provide a context
for how these
issues can be
addressed”
(Weathers et al.,
2011, p. 2087).

Conclusions
of a
Systematic
Review



Systematic
reviews are an
important and
useful form of
research
evidence. A
systematic
review is a
research summary
that produces
conclusions by
bringing together
and integrating the
findings from all



available original
studies. The
process is often
referred to as
synthesis because
it involves making
a new whole out
of the parts. The
integration of
findings from
several or many
studies can be
done using tables
and logical



reasoning and/or
with statistics. To
reduce bias
resulting from the
process used to
produce the
conclusions, the
methods used for
conducting a
systematic review
are rigorous and
widely agreed
upon.



Systematic
reviews, when
well done, bring to
light trends and
nuances regarding
the clinical issue
that are not
evident in the
findings of
individual studies.

| suggest that now
you take a look at
an abstract of a
systematic review,



because reading
and using the
conclusions of
systematic
reviews is one of
the destinations
on your learning
path, and looking
at one will give
you a sense of
this important
learning
destination.



1. Go to the
CINAHL
database in
your
library’s
website or
go online to
PubMed
(http://www.ncbi.nin
PubMed is
a free,
online
database of


http://www.ncbi.nlm.nih.gov/pubmed

healthcare
articles.

. Type the
following
text in the
search box:
“facilitated
tucking
Obeidat”
and click on
the Search
button.
(Facilitated
tucking



involves
holding or
swaddling
an infant so
his arms
and legs
are slightly
flexed and
close to his
body.)

. That should

bring up the
citation and
abstract for



a
systematic
review of
five studies
about
facilitated
tucking of
preterm
infants
during
invasive
procedure
to modulate
their



responses
to pain; the
review was
conducted
by
Obeidat,
Kahalaf,
Callister, &
Froelicher
and
published
in 2009.

. Note that

the abstract



provides
information
about how
many
articles
were
included in
the review,
the
outcomes
that were
examined,
and the
main



conclusion
of the
review.
Remember:
You are
reading a
very short
synopsis of
the review,
not the
entire
report.



From this quick
look at the
abstract of a
systematic review,
you should get a
sense of the
groundwork that
has been done by
the persons who
did this review. In
the process of
doing the review,
they did the
following:



Searched for
articles
Sifted through
them for
relevant
studies
Extracted
information
from each
study report
Brought the
findings
together in a
coherent way



Clearly, this saves
clinical nurses a
great deal of time
when they are
looking for the
research evidence
about anissue in
care. You will
delve more deeply
into systematic
reviews in later
chapters.

Recommendations



of an
Evidence-
Based
Clinical
Practice

Guideline
The third form of

research evidence
is the
recommendations
of an evidence-
based clinical
practice guideline.
A clinical practice



guideline consists
of a set of
recommendations,
and when the
recommendations
are based on
research
evidence, the
whole guideline is
referred to as an
evidence-based
clinical practice
guideline. These
guidelines are



most often
developed by
organizations with
the resources
(money, expertise,
time) required to
produce them. |
think it will be
informative for you
to now briefly look
at a guideline to
get a feel for how
the
recommendations



and supporting
research evidence
are linked. (You
will be examining
a guideline in
more depth in
Chapter 10.)

1. Go to the
website of
the
Registered
Nurses’
Association



of Ontario
(RNAO;
http://www.rnao.org

. Click the

Best
Practice
Guidelines
tab; scroll
down to the
search box,
enter
“‘dyspnea,”
and click
Search.


http://www.rnao.org

The search
result will
bring up the
guideline
Nursing
Care of
Dyspnea:
The 6th
Vital Sign
in
Individuals
with
Chronic
Obstructive



Pulmonary
Disease.

. Double click

to open the
page for
the
guideline.

. Low on the

page under
Related
File(s), you
will see
COPD
Summary.



Open that

by double

clicking and

you will see

a list of
recommendations.

The developers of
this guideline
looked at the
research evidence
regarding nursing
assessment and
management of



stable, unstable,
and acute
dyspnea
associated with
COPD. Based on
the evidence, they
derived the
recommendations
listed. (I suggest
that you look at
the Practice
Recommendations
[1-5] and ignore
the Education



Recommendation
and Organization
& Policy
Recommendations
that follow.)

The strength of
the evidence
supporting each
recommendation
is indicated in the
right column, and
definitions of
those levels are



provided at the
end of the table;
do not get caught
up in that right
now, although you
should know that
level la is very
strong research
evidence whereas
level 1V evidence
was obtained from
expert opinion
evidence (i.e., no
research exists,



so consensus of
an expert panel
was the best
available
evidence). The
evidence levels
that support the
recommendations
are mostly either
la or 1V, indicating
that considerable
research evidence
is available for
some issues but



none for quite a
few others.

Remember that
you are looking at
part of a much
larger report. The
other document,
the complete 166-
page guideline
(viewable by
clicking on Free
Download tab),
presents more



specific guidance
and detailed
review of the
evidence that led
to each
recommendation.
It also informs the
reader how the
search for
evidence was
conducted and
how the 2010
update of the
original 2005



guideline was
done.

As you can see,
evidence-based
clinical practice
guidelines are
even more ready
to go for use in
practice than
systematic
reviews and
definitely more
ready to go than



tracking down the
original research
articles and trying
to get an overall
sense of them.
For time-pressed
protocol
development
teams, evidence-
based clinical
practice guidelines
and systematic
reviews are the
short roads to



evidence-based
protocols, as
portrayed in
Figure 2-1. If
starting the
development of a
care protocol by
retrieving
individual research
articles is like
baking a cake
from scratch, and
systematic
reviews are like



using a cake mix,
then starting with
an evidence-
based clinical
practice guideline
is like buying a
cake at the
bakery and adding
a personalized
topping or
presentation.



Develop
A

Systematic

E-B Protocol \

Develop

Adapt T

Summarize

|

Retrieve

|

Original

E-B Guideline

Review \ / Studies (1-7)
Start



Figure 2-1 Roads
to E-B Protocols

Going
Forward

In Chapter 3, you
will begin to learn
how to read
research reports
of individual
studies. Then in
Chapters 4
through 8, you will



be guided through
reading of
exemplary articles
reporting five
different types of
research (one
qualitative study
and four types of
quantitative
studies). After
that, you will read
a systematic
review and learn
how one type of



systematic review
is conducted, and
then you will read
an evidence-
based clinical
practice guideline
and learn how
they are
produced.

Note that this
order is the

reverse of the
order in which



care design
project teams
search for
research evidence
—they first look
for evidence-
based guidelines
and systematic
reviews. If they
exist and are well
done, the team
can build on them
rather than
reinventing the



wheel. The order
of presentation in
this book is
reversed because
proceeding from
original studies to
systematic
reviews to
evidence-based
clinical practice
guidelines is a
more natural
learning order.
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CHAPTER
THREE:
Reading
Research
Articles



To get the most
out of a research
article one has to
be intellectually
engaged. One
way to be
intellectually
engaged is to
annotate or mark
your copy of the
article: underline,
circle phrases,
highlight, or jot
comments in the



margin—whatever
helps you keep
track of important
information and
connect the
various parts of
the study. When
reading a pdf file
in Acrobat
Reader, you can
click “Comment”
on the tool bar
and use the
Comment and



Annotation tools.
Also, some people
prefer to make
notes in a file on
their computer—
fine, whatever
works for you.

| tend to annotate
right on my paper
copy of articles. |
write something
like “n = 54" in the
margin so | can



quickly locate the
sample size,
underline
important
definitions,
outcomes or
findings, circle
abbreviations that
will be used in the
report and the
parts of a table
that are most
important or
unexpected. | put



question marks
where a
statement does
not fit with what
was said earlier or
does not make
sense. When
reading a pdf file
electronically, |
use the sticky
note feature
and/or the
highlight and
underline tools. Of



course, it is
possible to over-
annotate and in so
doing produce
clutter. However, if
you annotate
selectively, you
will be able to find
important
information easily
when you return to
the article at a
later time.



In this chapter, |
make suggestions
about how to read
reports of
individual studies.
At this point in
your learning, the
goals in reading a
research article
about a study are
to identify (1) why
the study was
done, (2) how it
was conducted,



and (3) what was
found. After you
are have
mastered
extracting these
aspects of a
study, you will add
the goals of (4)
determining
whether the study
was soundly
conducted, and
(5) relevant to the
care of patients to



whom your
agency or unit
provides care.

The emphasis in
this chapter and in
all of Part | of the
book is on
understanding the
why, how, and
what of a study
(goals 1-3). As
you read you may
wonder whether



the data really
showed what the
researcher
claimed it did or
think about the
patients to whom
the results would
and would not
apply. That’s fine
—just put your
thinking about
credibility and
applicability (goals
4 and 5) on the



back burner for
now and we’ll take
them up in Part
when we reuvisit
the studies with
the aim of
appraising them.
Also, in reading
this chapter, you
may see a few
terms that are
unfamiliar to you.
For now, just look
them up in the



glossary to get a
sense of what
they mean; they
are explained in
full as you
proceed through
the first part of the
text.

GOALS

IN
READING
A
RESEARC




ARTICLE
1.

Determi
the

purpose

of
the
study
Underst
how
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study
was
done

ne

and




3. Understand
what
was
found

4. Apprais
the
credibility
of
the
findings

5. Determine
if
the
findings

[1>




are
relevant
to

the
care

of

your
patients

Starting
Point

Is this a report of
an original



research study?
This seems like it
should be an easy
question to
answer, but at
times it is not.
Some articles
read like research
articles, but they
are in fact other
kinds of reports.
An article with
tables and
percentages may



lead you to think
you are reading a
research study,
but the article may
just be providing
numerical data to
describe a clinical
program. Such
data is anecdotal
and naturally
occurring with no
control over its
quality or the
conditions under



which it was
collected. As you
will learn, it takes
more than
numerical data to
call an evaluation
report research.

Most often, the
author of a
research report,
which is often
referred to as a
research article,



will refer to “the
study” early in the
report, but
sometimes you
have to read quite
far into an article
to determine that
it has the essential
elements of a
study. The
essential elements
of a research
study include the
following:



A specified
research
question,
hypothesis, or
purpose
Specified,
systematic
methods of
data collection
Data analysis
and results
Findings
(interpreted
results)



m Conclusions

If all these
elements are
present, then the
likelihood that you
are reading a
research study
report is very high.
Remember,
however, that
there are many
types of research
methods and
designs, and the



essential elements
of each type look
quite different.
Most quantitative
studies address
specific research
questions or
hypotheses,
whereas
qualitative studies
may have a broad
aim or purpose.
Quantitative
studies report



results with
tables, graphs,
and statistics,
whereas the data
of qualitative
studies consist of
extended quotes
and narrative
descriptions.
Qualitative studies
often have small
sample sizes
(e.g., N = 6);
most quantitative



nursing studies
use moderate
sample sizes
(e.g., N =40-
200). In short,
research articles
are diverse but
should include at a
minimum a clear
purpose
statement, a
description of
methods used to
collect and



analyze data,
results and/or
findings, and
conclusions.

Format of
Study
Reports

Research reports
of original studies
are organized in a
very logical way,
and the formats
used are similar



from one journal
to another. This
standardization of
format helps you
as a reader
because you will
learn where to
expect, and later
locate, various
kinds of
information about
the study. The
following is a brief
orientation to the



format of research
reports.

Title and
Abstract

The title tells the
reader what the
study examined
and often the
patient group of
interest. These
are your first clues
as to whether the
report is likely to



be of interest to
you. However,
titles can be
misleading
because a phrase
or term used in
the title may be
different from the
one used in your
practice setting.

Abstracts almost
always precede
the main body of



the article. An
abstract provides
a brief summary
of the study—
typically 300
words or less.
The section
headings used in
the abstract are
similar but not
identical to those
used in the full
report. The
abstract distills



the main points of
the study, and
after reading it
you should know
whether the study
is of interest.

Let us assume
that you have
decided to read
the whole study.
Rather than read
straight through
the first time, you



might want to
read the
introduction and
then jump to the
discussion
section. The
discussion
summarizes the
important findings
and places them
in the context of
findings from
earlier studies.
Having read the



introduction and
the discussion,
you should have a
sense for the
context of the
study—and be
ready to read the
article from start
to finish in its
entirety.

Introduction
In the introduction
of a research



study report, the
researcher
presents a view of
the current state
of knowledge
regarding the
issue or problem
being investigated;
this includes what
is known and what
are the gaps in
knowledge. Study
purposes are
often set forth in



the introduction
section. Mark
them in some way
because they are
important and you
will want to refer
to them.

Theoretical

Framework
In the introduction

section of a
research study
report, a theory



that has been
used to organize
thinking about the
issue and that
serves as a
conceptual context
for the study may
be specified. A
theory is made up
of assumptions,
concepts,
definitions, and/or
propositions that
provide a



cohesive, although
often tentative,
explanation of how
a phenomenon in
the physical,
psychological, or
social world
works.
Propositions are
suggested
linkages among
the concepts of
the theory that



have not yet been
proven.
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Propositions

Assumptions

To make the
preceding



paragraph a bit
more rooted in the
real world,
consider the
following
illustration. The
theory of
community
empowerment
was developed to
provide direction
for improving
health in
communities



(Persily &
Hildebrandt,
2008). Consider
two propositions
from this theory:

1. Involving lay
workers in
a
community
health
promotion
program
extends



access to
health
promotion
opportunities.
2. Access to
health
promotion
information
leads to
adoption of
healthy
behaviors.



Lay workers,
access, health
promotion
opportunities, and
adoption of
healthy behaviors
are concepts of
the theory.

A researcher
conducting a study
about improving
the health of
elders living in



their own homes
might use the
theory of
community
empowerment as
a source of ideas
for the study. By
translating the two
theoretical
propositions into
more concrete
terms, the
following two



study hypotheses
are formed:

1. Trained
volunteers
who collect
healthy
living
questions
from elders
once a
month at
the weekly
senior lunch



and deliver
answers
the
following
week will
increase
access to
health
promotion
information.

. Health

promotion
information
of personal



interest will
produce
changes in
health-
related
behaviors.

The questions
submitted are
given to a nurse
practitioner who
answers them via
video recording
shown at the next



week’s lunch.
Adoption of new
health behavior
outcomes will then
be measured at 3-
month intervals for
1 year. Thus, the
theory has served
the research by
bringing into a trial
program a
component that
otherwise might
not have been



included and by
providing a
knowledge context
for the findings. At
the same time, the
study acts as a
test of the theory
because the study
has translated the
abstract concepts
of the theory into
concrete realities
that can be
examined. If the



study hypotheses
are supported, the
theory is
supported
because the
hypotheses
represent the
theory.
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testing
physiological
hypotheses, do
not locate their
studies within a
theoretical
framework;
instead, they
locate their study
in a review of
what is known
from previously
conducted
research and what



is still not known
with certainty.
Clearly, much
more could be
said about the
relationship
between theory
and research;
however, doing so
would be a
diversion from the
topic of this
chapter, which is
how research



articles are
formatted.

Study
Purposes

A reason for doing
a study may be
stated as a
purpose
statement, aims,
objectives,
research
questions, or as
hypotheses that



will be tested by
the study. Purpose
words and
phrases you will
encounter in
nursing study
reports include:

= Acquire
insights about .

s Understand
= Explore
= Examine



m Describe

= Compare

= Examine the
relationship/association
between . . .

= Predict

= Test the
hypothesis that

In the early stages
of studying an
issue, research is
directed at
acquiring



understanding of
the various
aspects of the
issue—the
problems people
with the condition
are experiencing,
social or
psychological
forces at work,
and what the
condition or
experience means
to individuals.



Generally, these
early studies use
qualitative
research
methods. The
following are
study purposes
from qualitative
studies:

= “The research
question in this
qualitative
study was:



How do
women
experience
miscarriage,
conception,
and the early
pregnancy
waiting period,
and what
types of
coping
strategies do
they use during
these periods”



(Ockhuijsen,
van den
Hoogen,
Boivins,
Macklon, &
de Boes,
2014, p. 267)7?
“The objective
of this study
was to
examine how
skilled nursing
facility nurses
transition the



care of
individuals
admitted from
hospitals, the
barriers they
experience,
and the
outcomes
associated
with variation
in the quality of
transitions”
(King et al.,



2013, p.
1095).

Note how both
purposes set forth
issues that will be
examined, but
they do not get
highly specific
about what they
are looking for
because they
want the study
participants to
highlight the



important aspects
of their situation
and experiences.

After the condition
or situation is well
understood at the
experiential or
social process
level, subsequent
studies may
determine the
frequency with
which it occurs in



different
populations or
measure the
degree to which
aspects of the
condition or
situation are
present. Later,
when several
studies have been
done and the
situation is fairly
well mapped,
researchers will



propose and
quantitatively test
associations
between aspects
of the situation or
effectiveness of
interventions
directed at it.

The following
examples illustrate
several ways of
stating
quantitative



research
purposes:

= “The specific
research
question was
‘What patient
characteristics,
clinical
conditions,
nursing unit
characteristics,
medical
pharmacy, and



nursing
interventions
are associated
with falls
during
hospitalization
of older
adults” (Titler,
Shever,
Kanak,
Picone, &
Qin, 2011, p.
129)?



“The purpose
of this study
was to
compare the
time needed to
reach a
specified
temperature
and the
efficiency of
two warming
methods—
warm cotton
blankets and a



radiant warmer
—for
hypothermia
patients in a
postanesthesia
care unit after
spinal surgery”
(Yang et al.,
2012, p. 2).
“The
hypothesis is
that the
outcomes from
nurse-led



clinics will not
be inferior to
those obtained
by the
rheumatologist-
led clinics, but
at a lower cost
and greater
patient
satisfaction”
(Ndosi et al.,
2011, p. 996).
In a study of
the association



between
depression
and health-risk
behaviors in
high school
students, two
competing
explanations
became the
hypotheses
that were
tested in the
study: (1)
Early



depressive
symptoms
predict
increases in
risk behaviors
over time; and
(2) Early
participation in
health-risk
behaviors
predicts
increases in
depressive
symptoms



over time
(Hooshmand,
Willoughby, &
Good, 2012).

Methods

In the methods
section, the author
describes how the
study was
conducted,
including
information about
the following:



1. The overall
arrangements
and
logistics of
the study

2. The setting
or settings
in which the
study was
conducted

3. The
institutional
review
board (IRB)



that gave
ethical
approval to
the study

. How the

sample
was
obtained

. How data

were

collected

. Any
measurement
instruments



that were

used (i.e.,

scales,

questionnaires,

physiologic

measurements)
7. How the

data were

analyzed

Each of these
steps will be
discussed in detail
specific to



different research
designs later.
Briefly here, | will
just say that the
information about
the sample should
be sufficient to
inform the reader
about the
likelihood that the
sample is a good
representation of
the target
population or



provide enough
profile information
about the sample
to let readers
decide to whom
the results would

likely apply.

The information
about how the
data were
obtained includes
a statement about
the organization



that gave ethical
approval to the
study, procedures
used to collect
data, and
descriptions of the
measurement
instruments used.
For now, you
should come away
from reading the
methods section
of the reports with
an understanding



of the
characteristics of
the people who
were included in
the study, the
sequence of steps
in the study, and
the data collected.

Results/Findings
In the

results/findings
section, a profile
of the sample and



the results of the
data analysis are
reported. The
profile of the
sample lists
characteristics of
the sample as its
composition
determines the
population to
whom the results
can be
generalized.
Results are the



outcomes of the
analyses. In
quantitative
studies, results
are shown in
tables, graphs,
percentages,
frequencies, and
statistics. There
should be results
related to each of
the research
questions,
hypotheses, or



aims. To illustrate,
consider the
following
hypothetical
statement that
might be found in
the results section
of a quantitative
study: “The t-test
comparing the
functional status
scores of those in
intervention group
A and intervention



group B indicated
a significant
difference (mean
A=8.4; meanB =
6.1; p=.038).”
This is a result
statement; it
reports the results
of the statistical
analysis.

The interpretation
of a result is
called a finding. A



finding for the
result statement
just given would
be stated
something like,
“The group who
received nursing
intervention A had
a significantly
higher functional
level than did the
group who
received
intervention B.”



Note how the
findings statement
interprets the
statistical result
but does not claim
anything more
than the statistical
result indicated.
Findings
statements are
usually found in
the conclusions or
discussion section



of quantitative
study reports.

To illustrate
further, consider
the results and
findings of a
hypothetical
quantitative study
comparing the
effects of a new
method for
osteoporosis
prevention



education to
standard
education among
high school
students. A t-test
was used to
compare the
scores of the two
groups on an
osteoporosis
prevention
questionnaire; the
result of that test
was t=1.99, p =



.025. This result
indicates that the
statistical
calculation
comparing the
scores of the two
groups resulted in
a t-value of 1.99,
which is
statistically
significant at the p
= .025 level. The
finding was this:
The new



educational
method on
average produced
higher
osteoporosis
knowledge levels
than standard
education did, and
there is a very low
chance that this
claim would not
hold up in other
similar situations.
The concept of p-



values will be
explained in detail
in Chapters 6 and
7.

Results —
Findings
=

Conclusions

In qualitative
research reports,
data




(observations,
quotes) and
findings (e.g.,
themes) are often
intermingled.
Generally,
qualitative study
reports do not
have a results
section; rather,
they have a
findings section in
which themes,
narrative



descriptions, or
theoretical
statements are
presented along
with examples of
data that led to
them. Chapter 4
provides more
explanation of the
analytical
processes used
by qualitative
researchers.



When you first
begin reading
research articles,
you may have a
tendency to skip
over the tables
and figures.
However, you
really should pay
attention to them
because that is
where you will find
the real meat of
the results. Most



authors highlight
or summarize in
the text what is in
the tables, but
others assume the
reader will get the
information from
the tables, thus
they do not
restate that
information. In
examining tables
and figures, it is
important to



carefully read their
titles so you know
exactly what you
are looking at.
Also, within
tables, the column
and row labels are
critical to
understanding the
data provided.
Reading tables is
a bit like dancing
with a new partner
—with a bit of



practice, you will
quickly get good
at it.

Discussion
and

Conclusions
In the discussion

section, the
researcher ties
together several
aspects of the
study and offers
possible



applications of the
findings. The
researcher will
usually open this
section by stating
the most
important findings
and placing them
in the context of
what other studies
on the topic or
question have
found. In
discussing the



findings, many
researchers
describe what
they think are the
clinical
implications of the
findings. Here,
they are allowed
some latitude in
saying what they
think the findings
mean. In the
osteoporosis
education for high



school students
example just
given, the
researcher might
say, “The findings
indicate that a
short educational
session is
effective in
increasing high
school students’
knowledge
regarding
osteoporosis



prevention.” This
conclusion
statement is close
to the findings. On
the other hand, if
the researcher
said, “Short
educational
sessions are an
effective way of
increasing
osteoporosis
prevention
behaviors in high



school students,”
the findings
statement would
be beyond the
results. Because
the study only
measured the
outcome of
knowledge, not
behaviors, the
author is adding
an assumption to
the results,
namely, that



knowledge
produces behavior
change—and that
is a big
assumption.

Authors are also
expected to
consider
alternative
explanations for
their findings. This
would include
noting how



research methods
may have
influenced the
results, such as
“The sample size
may have been
too small to detect
a difference in the
treatment groups”
or “The fact that a
high proportion of
patients in the
intervention group
didn’t return for



follow-up may
have made the
outcomes of the
intervention group
look better than
they would have
been if post-data
had been available
from everyone in
that group.” At the
end of this
section, the
authors usually
comment on what



they view as the
limitations of the
study and the
implications of the
findings for future
research.

References
The references list

should include
complete
information for all
citations made in
the text. You might



find it useful to
mark in the text
and in the
reference list any
articles that you
want to obtain and
read for greater
understanding or
because they
studied a
population of
interest to you, for
example, elderly
persons living



independently in
the inner city.
Perusal of the
reference list also
reveals other
current work on
the issue, who has
done research on
the issue, and
which journals
have published
research articles
about the issue.
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CONCLUSIONS

Reading

Approach
When you first

read research
reports, they may
seem difficult to
read. It is really
like any new
undertaking—at
first it is confusing.



However, the fog
lifts rather quickly:
you get the hang
of the lingo, the
whole picture
comes into focus,
and the
relationships
between the parts
become clear.
Importantly, even
seasoned readers
of research
reports find it



necessary to read
a research report
at least twice. The
first time you may
only get a general
sense of why the
study was done,
how it was done,
and what was
found. A second
reading usually
results in greatly
improved
identification of



the essential
elements of the
study.

Wading In
Having considered
how research
reports are
organized and
having noted
some difference
between the
formats of
qualitative and



quantitative study
reports, it is now
time to delve into
reading one of
them. Your
instructor may
have you choose
one or assign one
for everyone in the
class to read.
Alternatively,
several studies
are listed on the
text’'s website.



The studies in
subsequent
chapters are
considered
exemplars in that
they are typical or
representative of
a particular type
of healthcare
research. Most of
the exemplar
studies were also
very well
conducted, but



they were not
chosen because
they are perfect
models—all
studies have
warts. Rather,
they were chosen
because they
used a research
design that is
widely used in
healthcare
research. | hope
you will spend



enough time with
these studies to
acquire a fairly
detailed
understanding of
them.
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CHAPTER
FOUR:
Qualitative
Research

Research
methods that seek



to understand
human
experiences,
perceptions,
social processes,
and subcultures
are referred to as
qualitative
research. As a
group, qualitative
research
methods:



= Recognize that
every individual
is situated in
an unfolding
life context—
that is, a set of
circumstances,
experiences,
values

m Respect the
meanings each
individual
assigns to
what happens



to and around
him or her

= Recognize that
cultures and
subcultures
are diverse
and have
considerable
effect on
individuals

Qualitative
researchers are of
the opinion that a
person’s



experiences,
preferences,
decisions, and
social interactions
are not reducible
to numbers and
categories—they
are much too
complex for that.
They believe that
the researcher
attempting to
understand
subjective and



social experiences
must let the
participant’s
words and
accounts lead the
researcher to
understandings
that would remain
hidden without
open-minded and
probing
exploration
(Munhall, 2007).
Thus, qualitative



researchers go
into their
exploration with as
few assumptions
as possible so as
to let participants
describe their
situation and what
they think is
happening.

Data in qualitative
research may
take the form of



observations with
field notes,
recording and
transcripts of
interviews, diaries,
or other
documents. The
researcher
spends
considerable time
going back and
forth through data
and field notes to
identify important



connections. As
the researcher
gains greater
insight into the
issue, the
questions asked
of subsequent
study participants
may change, or
new, potentially
informative
sources of data
may be identified
(Swanson, 2001).



The researcher
works inductively
—that is, moving
from the details of
what was said or
observed to a
slightly more
encompassing
phrase or
concept, back to
the data, and
finally to a set of
categories,
themes, or even



to a theory that
portrays important
aspects of the
subjective
experience, social
process, or
culture.

Research

Traditions
The term

qualitative
research actually
refers to an array



of methodologies
with diverse aims,
data collection
methods, and
analysis
techniques.
Several
methodological
traditions,
developed in
sociology,
anthropology, and
psychology, have
been adopted by



nursing. The three
traditional
methods that have
been used the
most in nursing
are: (1) grounded
theory research;
(2) ethnographic
research; and (3)
phenomenological
inquiry (see Table
4-1). Nursing
researchers use
grounded theory



methodology to
understand the
fundamental social
processes
involved in
healthcare
situations, such as
the communication
processes
involved in
emergency care
transports or how
families make the
decision for a child



to have an organ
transplant. A study
using grounded
theory
methodology
examined how
adults with
inadequately
controlled pain
moved through the
healthcare system
and interacted
with providers to
achieve pain



control
(McDonald,
2014). Interaction
at 23 ambulatory
medical visits
were recorded
and transcribed,
and 4 patients and
4 providers were
interviewed in
depth.

The ethnographic
research tradition



as used in nursing
creates detailed
descriptions of
healthcare
subcultures, such
as chronic renal
dialysis units or
Alzheimer’s
disease support
groups—from the
insider
perspective. A
recent
ethnographic



study examined
how nurses think
and talk about
patients in a
critical care unit in
the United
Kingdom. Data
were collected
over 8 months
through 92 hours
of observation and
13 interviews
(McLean,



Coombs, &
Gobbi, 2015).

The
phenomenological
research tradition
is useful in gaining
insight into human
experiences, such
as living with a
severe facial
deformity. A study
using
phenomenological



methodology
explored how
patients who had
a stroke think and
feel about the
whole experience
from the
perspective of 3
months after being
discharged home
(Simeone, Savini,
Cohen, Alvaro, &
Vellone, 2015).



These methods
aim to produce
deep, complex,
and
comprehensive
portrayals of their
subject matter.
Each of these
traditions specifies
a research
process and set
of methods and
techniques for
collecting and



analyzing data
appropriate to its
purposes. These
methodologies
were developed
for building
scholarly
knowledge about
various issues
rather than for
acquiring useful
knowledge for
clinical practice—
although the



knowledge
produced can be
quite informative
for clinicians. As
you can tell from
the studies just
described and
from Table 4-1,
conducting studies
using these
methodologies
requires
considerable
planning, time



spent in collecting
data, and skill in
interviewing,
observing, and
data analysis.
However, data
analysis and
management of
coding is greatly
aided by software
designed
specifically for the
purpose.



TABLE 4-1

Qualitative
Research
Traditions
Tradition Common A
in Nursing
Studies
Phenomenologic | Understand
research and
description
the lived

experience



persons witl
particular
health
condition or

situation



Ethnographic

research

Arich
portrayal of
the norms,



values,
language,
roles, and
social rules
a health or
healthcare
culture or

subculture



Grounded A theory (i.¢
theory research | a tentative,
coherent
explanation’
about how ¢
social proce
works,
particularly
social

interaction







Three other
qualitative
research traditions
are discourse
analysis, historical
analysis, and case
study analysis.
Discourse analysis
is used to analyze
the dynamics and
structure of
conversations,
such as patient—
provider dialogue.



Historical research
examines past
events and trends,
usually through
records,
documents,
articles, and
personal diaries
from the past.
Case studies are
used to achieve a
holistic
understanding of a
single case in its



real-world context.
The case may be
an individual in a
particular
situation, an
event, or an
organization. Case
studies are useful
in gaining
knowledge about
experiences or
happenings that
play out over



considerable time
or occur rarely.

Qualitative
Description
In the clinical
fields, knowledge
that is more
focused and
straightforward
than that
produced by the
traditional
methodologies is



often quite useful.
For instance,
clinicians could
interact more
sensitively with
teenagers who
have been told
that they are
going to have to
have hemodialysis
while they wait for
a kidney
transplant if they
knew what these



young people think
about during the
interval after
learning of the
necessity of the
dialysis and up to
actually starting it.
A study could be
designed that
focuses on just
that issue by
interviewing them
shortly after they
start on dialysis.



They would be
asked what
thoughts were
going through their
heads, what
worried them the
most, how they
handled their
worries, and what
helped them
during the time
prior to starting
dialysis. No
attempt would be



made to
understand how
the bigger picture
of their lives, their
philosophical
approach to life,
social support, or
medical history
shaped different
responses during
that time.
Typically, no
observations of
them would be



made during that
time and no
attempt to
interview parents
or care providers
would be made.
The knowledge
produced would
not be complex,
but it could
provide useful
insights for
clinicians who give



care to these
young people.

Goals
Qualitative
description
Methodology
produces
straightforward
descriptions of the
perceptions,
thinking, worries,
attitudes, and
coping methods of



a group of people
(Neergaard,
Olesen,
Andersen, &
Sondegaard,
2009;
Sandelowski,
2010). The goal of
qualitative
description is to
capture the
important
elements of an
experience or



situation and to
produce a
descriptive
summary of them.
The researchers
“stay close to their
data and to the
surface of words
and events”
(Sandelowski,
2000, p. 334); in
so doing they
preserve the
everyday



language of what
participants said
and impose a
minimum of
conjecture about
what the
participant meant.

Methods
Commonly used
methods of
qualitative
description
include, but are



not limited to the
following:

1.

Sampling of
sources for
depth and
breadth of
information
Data
collection
by informal
or
semistructured
interviews



of
individuals
or focus
groups

. Data

analysis by
qualitative
content
analysis
. Findings
rendered in
the form of
categories,
themes, or



patterns

that capture
what the
study
participants
said
(Sandelowski,
2000)

Purposive
sampling can have
one of several
objectives, most
commonly a



sample of: (1)
typical persons in
the predefined
group; (2) a
diverse
representation of
the predefined
group; or (3)
persons with the
demographic
characteristics of
the predefined

group
proportionally



represented
(Trochim, 2006).

If you think about
it, you will realize
that interviews
and focus groups
produce an
abundance of data
—pages and
pages of
transcripts of
interviews or
focus group



discussion. To
extract meaning
from all this raw
data, researchers
use a technique
called content
analysis. Actually,
there are quite a
few types of
content analysis
and they are quite
diverse in purpose
and methods.
However,



conventional
content analysis,
which aims to
produce a
descriptive
summary of an
experience or
situation of
interest, is the
most common
type used in
nursing studies—
soonly it is
described here.



Most commonly,
researchers first
identify small
sections of data
that convey an
idea and assign it
a word or phrase
code that
captures its
essence. The
code should be
data derived, i.e.,
it should closely
represent what



was said
(Sandelowski,
2010). In
assigning a code
to a section of
transcribed
narrative or a
section of a diary,
the researcher is
always aware that
an interpretation is
being made, and
therefore must be
careful that the



code does not
change the
original meaning
of what was said.

Content analysis
is not a linear,
constantly
forward-moving
process. Rather, it
is dynamic and
reflexive. If none
of the previously
used codes



captures the
meaning of a
section of text, the
researcher will
create a new
code. The new
code may or may
not lead the
researcher to
revise the coding
of already coded
text. At some
point, several
closely related



codes may be
combined into
one. Thus, there is
quite a bit of
back-and-forth in
the data and an
emerging feel for
what participants
were saying
across all
interviews or
observations.
Fortunately,
software



programs are
available to
search through the
data, identify and
track words and
codes, and apply
new codes,
thereby assisting
the researcher to
move around in
the data and
evolve categories,
patterns, and
themes.



A list of codes can
be informative, but
it may be more
useful if coding is
taken a step
further. By
identifying
similarities in the
codes, it may be
possible to group
similar codes
without losing the
meaning of the
first round of



codes. This
broader or more
abstract grouping
may be a
category, a
chronological
order, or a theme.
Again, the
researcher is on
guard to not lose
the meaning of the
original data and
codes. To
illustrate, a study



was conducted to
explore and clarify
the lived
experience of
older people who
are delirious post-
orthopaedic
surgery (Pollard,
Fitzgerald, &
Ford, 2015).
Eleven interviews
were audio-
recorded and
transcribed.



Sections of what
patients said were
coded as: the
feeling, suspicion
and mistrust,
being trapped,
abandonment,
and
disconnection.
Those codes were
then combined to
the slightly more
abstract
categories of The



Suffering and The
Predicament,
which capture the
experience a bit
more broadly.
These two
categories were
then identified as
relating to Living
the Delirium,
which was
different from
Living After the
Delirium, which



included
categories related
to how patients
later felt and
thought about
having been
delirious.

Original
quote —
Code

Several
similar




quotes —
Code
modification

Several
similar
codes —
Category
or Theme

In summary;,
qualitative
description is a
very pragmatic



approach to doing
qualitative
research. It is
characterized by
using a
combination of
techniques that
produces a useful
description of the
experience,
perceptions, or
events of interest.
Any interpretation
produced should



not be far
removed in
meaning from the
data provided by
the study
participants.
Lastly, | would
note that
qualitative
description is
perhaps the most
frequently used
qualitative method



used in published
nursing studies.

Uniqueness
of
Qualitative
Studies

Findings from
qualitative
research often are
useful in their own
right and others
produce questions
and hypotheses



that require further
study using more
in-depth qualitative
methods or
quantitative
methods.
Certainly, many
study descriptions
of patients’
experiences of
illness and health
care provide
insights that are
directly useful to



nurses in
understanding
what their patients
are experiencing
and in
communicating
sensitively with
them. They may
also be useful in
developing nursing
assessment
guides and
teaching plans.
When a qualitative



study uncovers or
alludes to an issue
but doesn'’t fully
explore it, a more
in-depth qualitative
study or a
quantitative study
may be valuable.
A qualitative study
could produce a
deeper
understanding of
the dynamics of
the situation,



whereas a
quantitative study
could test
hypotheses
pertaining to
possible causal
relationships or
quantify
prevalence of
perceptions and
attitudes in a
population.



At first, qualitative
research methods
may seem
unscientific to you.
Although it is true
that they are very
different from
what most people
view as scientific,
the reality is that
these methods
have been
developed to
acquire insights



into subjective
experiences and
social processes
—complex human
realities that
cannot be broken
apart,
manipulated, and
examined the way
physical realities
can be. The rich
and nuanced
understandings of
human



experiences and
social interaction
produced by
qualitative
methods cannot
be achieved using
methods that
reduce human
characteristics to
numbers and the
context of human
lives to the status
of variables.



Qualitative studies
are sometimes
criticized for
having small
sample sizes or
for not being
objective. These
criticisms are
based on a lack of
understanding of
what qualitative
studies aim to
produce and how
their methods



produce unique
and valuable
forms of
knowledge for
clinical practice.
Both qualitative
and quantitative
research methods
have a place in
the scientific
toolbox of the
clinical
professions. Just
as a house cannot



be built with only
one type of tool,
e.g., hammers, so
it is that producing
the full range of
knowledge
required for
clinical practice
requires the use
of both qualitative
and quantitative
research
methods.



Exemplar
Reading Tips
Before reading the
exemplar, it will be
helpful for you to
note the structure
of this chapter
because the same
structure will be
used in the rest of
the chapters in
Part | of this text.



Each chapter is
made up of three
sections:

1.

Introductory
information
about the
featured
research
method in
an opening
section
such as
what you



have just
read about
qualitative
methods.

. Areprinted
abstract
and
reference
information
for the
exemplar
article in
which the
featured



method
was used;
some
exemplars
will be
reprinted in
full in the
text itself.

. A profile
and
commentary
on the
exemplar
article.



Again, | would
stress (nag, nag,
nag) that reading
just the abstract
will not help
deepen your
knowledge about
qualitative
research methods
and the meaning
of the findings.
For this study in
particular the
conclusions in the



abstract do not
come close to the
very interesting,
more fine-grained
insights described
in the results
section of the
article. Similarly,
the Profile &
Commentary
section will only
make sense if you
have the exemplar



article in front of
you and refer to it.

O’Lynn,
C., &
Krautschel
L.
(2011).
How
should |
touch

you? A

d,



qualitative
study

of
attitudes
on
intimate
touch

in
nursing
care.
American
Journal
of
Nursing,




111(3),
24-31.
Abstract
Objective:
Although
touch is
essential to
nursing
practice,
few studies
have
investigated
patients’
preferences




for how
nurses
should
perform
tasks
involving
touch,
especially
intimate
touch
involving
private and
sometimes
anxiety-




provoking
areas of
patients’
bodies.
Some
studies
suggest
that
patients
have more
concerns
about
intimate
touch from




male than
female
nurses.
This study
sought to
elicit the
attitudes of
laypersons
on intimate
touch
provided
by nurses
in general
and male




nurses in
particular.

Methods:
A
maximum-
variation
sample of
24 adults
was
selected
and
semistructured
interviews




were
conducted
in four
focus
groups.
Interviews
were
recorded
and
transcribed;
thematic
analysis
was
performed.




Results:
Four
themes
emerged
from the
interviews:
“Communicate
with me,”
“Give me
choices,”
“‘Ask me
about
gender,”
and “Touch




me
professionally,
not too fast
and not too
slow.”
Participants
said they
want to
contribute

to

decisions
about
whether
intimate




touch is
necessary,
and when it
is they
want
information
from and
rapport
with their
nurses.
Participants
varied in
their
responses




to
questions
on the
nurse’s
gender.
They said
they want
a firm but
not rough
touch and
for nurses
to ensure
their
privacy.




Conclusions:
These
findings
suggest
that nurses
and other
clinicians
who
provide
intimate
care should
be more
aware of
patients’




attitudes
on touch.
Further
research
on the
patient’s
perspective
is
warranted.

Profile
&
Commentary



?

| WHY
STUDY

PURPOSE

Strange as
it may
seem, even
though
touch is an
integral
part of
nursing, it
has
received



very little
research
attention.
The fact
that the
authors
found no
prior study
asking
patients or
the general
public
about how
nurses



should
touch them
when
intimate
touch is
necessary
is
astounding.
However, a
similar
study has
since been
conducted
in China



(Lu, Gao,
& Zhang,
2014).

The
clearest
statement
of the
exemplar
study’s
purpose is
in the
abstract
where it



says, “This
study
sought to
elicit the
attitudes of
laypersons
on intimate
touch
provided by
nurses in
general and
male
nurses in
particular’



(p. 24).
They
expanded
on this in
the text:
“Our study
aimed to
gain
information
from the
public that
could help
nurses,
both male



and female,

in providing
care ina

way that
communicates
professionalism
and

respect” (p.
25).

Intimate
touch is
defined as
task-

oriented



touch to
areas of
patients’
bodies—
genitalia,
buttocks,
perineum,
inner
thighs,
lower
abdomen,
and
breasts—
that may



produce
feelings of
social
discomfort,
anxiety, or
fear in
patients or
caregivers.

The
delineation
of different
types of
touch is



informative,
and they
acknowledge
that even
the term
intimate
touch is
controversial
among
nurses.

Also, note
that the
study did
not explore



expressive
touch,
which is
patting or
resting a
hand on the
hand, arm,
shoulder, or
knee to
convey
reassurance
or sincerity
or to
comfort. |



would
commend
the authors
for their
clear
definitions
because
definitions
are
essential to
the
precision of
an
investigation



and
eventually
to the
application
of its
findings.
Finally, the
inclusion of
gender as
an issue in
the study
yielded
valuable
insights



about how
people
view
intimate
touch by
male
nurses.

Y
ow
METHODS
Design



Although

the study is
described

as “an
exploratory,
qualitative
investigation,”
it has all

the
characteristics
of

qualitative
description
as | have



defined it:

= A fairly
narrow
purpose

= Data
collection
in focus
groups
using
questions
that
elicited
laypersons’



perceptions,
preferences,
and
suggestions
Analysis

of

transcript
data

using a
technique
that

went

back

and



forth
between
data

and
assigned
categories,
l.e.,
codes
Offered
themes
that are
close to
what



patients
said

= Produced
knowledge
that is
useful
for
clinical
practice

Sample
A purposive
sample
aimed at
achieving



diversity by
recruiting
college
students
through on-
campus
ROTC and
middle-
aged and
older
persons
from a
Catholic
and a



Protestant
church.

Data
Collection
The way

the focus
groups

were
conducted

is well
described.
The focus

group



interview
questions
start broad
then pose
“pretend
questions.”
The
pretend
questions
may seem
leading,
however,
the results
indicate



that the
situations
posed in
them
helped
participants
who had
not
experienced
intimate
touch by
nurses
think
concretely



about how
they would
react in the
future.
They also
seem to
have
helped
persons
who had
experienced
intimate
touch
remember



their
reactions.
It is
doubtful
that
questions
asking
about
intimate
touch more
generally
would have
brought
forth such



vivid
responses.
The reason
for
stopping
data
collection
at four
groups is
explicitly
stated, and
a profile of
participants
is provided.



Data
Analysis
The table

of
demographic
characteristics
informs the
reader of
the extent

to which
diversity
was
achieved.

At first, |



thought that
the fact
that only
42% of the
participants
had
actually
received
intimate
touch by a
nurse was
a limitation
of the study
but on



further
reading |
realized
that the mix
of those
who had
experienced
it and those
who had
not brought
out how
actually
experiencing
intimate



touch by
nurses
changed
attitudes
toward it,
particularly
as it
pertains to
care by
male
nurses.

The data
analysis



method
was
described
as
“thematic
analysis.”
From the
description
provided, it
can be
determined
that this
technique is
similar, if



not
identical, to
what | have
described
as content
analysis. In
fact,
thematic
content
analysis is
a form of
content
analysis,
and you



need not
be
concerned
about its
fine points
since the
authors
described
quite well
how they
analyzed
the data.
The
important



issue is
that both
authors
spent
considerable
time
muddling
around in
the data
and refining
themes so
as to richly
capture the
data.



Ethics
Review
It is unusual
that this
report
makes no
explicit
mention of
the study
having
undergone
ethics
review and
been



approved
by an
institutional
review
board
(IRB).
However, it
does say,
“Each
participant
reviewed
and signed
a consent
form



approved
by our
university’s
institutional
review
board” (p.
26). This
implies, but
does not
actually
say, that
the study
as a whole
was



reviewed
and
approved
by the IRB.
So, | wrote
the lead
author for
clarification
and he
responded
by saying
that the
study was
approved



by the IRB
of the
University
of Portland,
but that the
sentence
conveying
that
information
was
inadvertently
dropped in
the editing
and



revision of
the article.
A full
discussion
of IRB
review may
be found in
Chapter 5.

b

RESULTS



The four
themes that
were
derived
from
analysis of
the
interview
transcripts
are useful
and
practical.
Sufficient
participant



quotes are
provided to
reassure
the reader
that the
themes
emerged
from what
the
participants
said. In
fact, many
of the
participants’



quotes are
quite
powerful in
and of
themselves.
The themes
are
valuable
reminders
for
experienced
nurses and
worth
passing on



to nursing
students.
Specific
nurse
communication
that
annoyed
patients
and that
which they
preferred
are worth
keeping in
mind; they



resonate
with
experienced
nurses as
representing
what
patients
prefer but
rarely ever
say. So,

the results
at the
direct
quote level,



at the
category
level, and
at the
theme level
are
clinically
informative.

The

discussion

and
recommendations
are an



excellent
summary of
how people
view being
intimately
touched by
nurses and
locates the
findings in
the context
of the few
prior
studies on
the topic.



The
limitations
discussion
reminds the
reader of
whom
these views
about
intimate
touch may
and may
not
represent.
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CHAPTER
FIVE:
Quantitative
Descriptive
Research



Quantitative
researchers
approach scientific
inquiry very
differently from
qualitative
researchers.
While qualitative
researchers seek
to understand the
meaning of human
experiences and
social interaction,
quantitative



researchers aim
to determine the
characteristics,
variability, and
connections of the
world.
Quantitative
researchers
measure and
count phenomena,
then analyze the
numbers to
portray the
phenomena and



determine its
relationship with
other phenomena.
Quantitative
research is not a
research method;
rather it is a
collection of quite
a few methods
that have in
common collection
and analysis of
numerical data of
some sort. In this



and Chapters 6,
7, and 8, the
quantitative
research methods
most widely used
in nursing
research will be
explained.

Methods

A useful early step
when building
knowledge about
patients’ wellness



behaviors,
illnesses, or
caregiving
situations, is to
learn about the
frequency of
occurrence of the
phenomena of
interest as well as
the elements and
features that
comprise them. In
quantitative
descriptive



research (from
now on just called
descriptive
research), data
are obtained
under natural
conditions, with no
attempt to
manipulate the
situation in any
way—no
treatment or
intervention is
given. For this



reason,
descriptive studies
are classified as
nonexperimental
or observational
designs. The aim
is to capture
naturally occurring
features of the
phenomenon
being studied.

To create detailed
descriptions of



phenomena,
researchers with
descriptive aims
collect numerical
or categorical
data, which could
consist of any of
the following:

= Measurements
of physiologic
states that
produce a
number value,



e.g., heart
beats/minute
Questionnaires
with choice
answers that
can be scored,
e.g., always
(2), sometimes
(1), never (0)
Observations
that are
categorized
and/or
counted, e.g.,



Readmitted
within 30
days/readmitted
between 31

and 60
days/not
readmitted;
distance
walked in 6
minutes

Some quantitative
data are obtained
directly in
numerical form



(e.g., white blood
cell count),
whereas other
quantitative data
are produced by
converting
occurrences or
behaviors from
their natural form
to categories or
numerical values.
For example,
exercise behaviors
described by



patients can be
converted into
levels of exercise
by the data
collector using
precise definitions.

After the data are
collected, they are
summarized to
produce a rather
detailed
composite picture
of the



phenomenon. The
summary statistics
used in descriptive
research include
counts,
percentages,
means, medians,
ranges, and
standard
deviations. These
descriptive
statistics may be
reported in tables,
in the text, or in



picture
summaries, which
include line and
bar graphs,
frequency
distributions, and
box plots. (These
reporting
techniques should
be known to you
from your
statistics course.)
The composite
pictures often



portray
proportions and
dispersion of the
phenomena in the
population and/or
subpopulations,
the different levels
at which the
phenomena is
present, and
which of its
elements or
features are most



commonly
present.

To get more real-
world: a
descriptive study
examined the
phenomenon of
health-related
quality of life in
persons living with
a urostomy, which
is diversion of
urine to a stoma



and bag (Pazar,
Yava, & Basal,
2015). Data were
collected via
mailed
questionnaires
from 24 patients 4
months after their
having urostomy
surgery. A 30-item
quality of life
questionnaire
measured three
aspects of quality



of life: general
wellness, daily
function, and
undesirable
symptoms. In
another
questionnaire,
associated issues
including work
status, feelings
about changes in
bodily
appearance,
sexual life,



concerns about
odor, and
psychological
health were
scored as yes-no
answers. The
quality of life data
was summarized
by calculating the
mean score and
standard
deviations for the
total questionnaire
and for each of



the three sub-
aspects. The
associated issues
were summarized
as percentages
who indicated the
issue was a
problem for them.
The findings
included the
following:

1. In all three
areas of



health-
related
quality of
life,
persons
with
urostomies
had lower
mean
scores than
the
population-
based
norms.



2. Most
respondents
stated that
their
urostomy
affected
their
dressing
habits
(83.4%),
sleep
patterns
(91.7%),
family life



(91.7%),
participation
in social
activities
(91.7%),
and
occupation
(75.0%).

. Although
41% of the
patients
worked
outside
their homes



before
urostomy
surgery, the
proportion
of patients
employed
following
surgery
decreased
significantly
to 4%.

Study
Variables



In the most basic
form of descriptive
research, there is
one main variable
of interest (i.e.,
the phenomenon
of interest) and
that is measured,
sometimes using
several different
instruments that
assign values to
various aspects of
it. In addition,



several other
contextual
variables may also
be examined. In
the study just
described, the
phenomenon/variable
of major interest
was quality of life
in persons with
urostomy. Sleep
patterns, family
life, social
activities, dressing



ability, and sexual
activity were
some of the
aspects of quality
of life that were
measured. The
contextual
variables of age,
time since
surgery,
demographic
information, body
image, and
employment



status before and
after surgery were
also of interest—
and quantified,
even if just as
yes/no.

By definition, a
variable changes
in amount, size, or
level within a
person over time,
from person to
person, and from



situation to
situation. In other
words, it is not
constant. In fact,
most
characteristics of
human nature and
of situations vary.
Examples of
variables are
anxiety level,
blood pressure,
gender, weight,
pressure ulcer



rate, length of
breastfeeding,
attitudes toward
birth control,
family unity, and
frequency of hand
washing—quite a
diverse list. To
take just one: A
person’s level of
anxiety varies over
time depending on
what is happening
to him or her and



not every person
on the day of
surgery has the
same level of
anxiety. Thus,
anxiety varies
across time in a
person and across
persons—it is a
variable. Home
delivery or
hospital delivery
is an example of a
variable that



usually has just
two variations,
whereas ethnic
identification
could have several
categorical
variations (Asian
American, black
or African
American,
Hispanic or Latino,
white or
Caucasian, and so
on).



Measurement
of Variables

In physiological
studies,
measurement is
often made with a
device:

= An adhesive
pad with an
embedded
thermoelectric
transducer
attached to a



transmitter
measures
body
temperature
continuously.

= Alab test
measures
serum 25-
hydroxyvitamin
D level.

= Blood flow to
organs and
extremities can
be quantified



with a probe
and Doppler
ultrasound
flowmeter.

Alternatively, a
measurement can
be determined by
an observer:

» Altered mental
status can be
quantified in
the emergency
department



using a quick
confusion
scale (Stair,
Morrissey,
Jaradeh,
Zhou, &
Goldstein,
2007).
Cervical
dilation during
pregnancy and
labor can be
assigned a
centimeter



value by
determining
how many
fingers slip into
the opening
Cervix.

An edema
grading scale
assigns a
numerical
value to the
degree of
edema
observed



based on the
depth of pitting
(14, 2+, 3+,
4+ as follows).






In psychosocial
research,
questionnaires are
often used to
quantify
personality traits,
emotional states,
opinions,
perceptions, and
behaviors. A
person’s overall
anxiety level at
any point in time



can be measured
using a
questionnaire with
a scale that the
responder uses to
indicate to what
degree each
statement is true
for him or her (see
Figure 5-1). The
scores for all the
statements are
then summed to
produce a total



score and often
separate scores
for subissues.

Measurement
involves
determining one or
all of the following:

» \Whether the
variable is
present or
absent



= At what level it
is present

= The aspects of
the variable
that are
present

= At what level
the aspects
are present

Aspects of anxiety
could include
frequency, degree
of perceived
threat,



physiological
sensations,
interference with
functioning, and
duration of the
experience. A
subscore for each
of these aspects
and a total anxiety
score could be
calculated. The
devices used to
measure variables
are called tools or



instruments.
Commonly used
nursing research
instruments
include rating
scales,
questionnaires,
physiological
measurement, and
observational
scoring.
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Example of a
Likert Scale

In the clinical
professions,
healthcare



providers are
interested in the
following
information about
variables of
interest:

= Their level
(average and
range) in
various
populations.
Example: How
much



knowledge do
middle-age
men have
regarding the
symptoms of
heart attack?
How they
change over
time.
Example: How
does hope
fluctuate
across time for
women



diagnosed with
breast cancer?

= How they
affect one
another.
Example: How
does general
health affect
the exercise
level of women
in their 60s
and 70s?

These interests
stem from the



nature of clinical
practice, which
uses information
about expected
levels,
manifestations,
and components
to diagnose the
problems of
individual patients
and plan
preventive,
therapeutic, and



restorative care
for them.

Good Data

In all quantitative
research
methods, data are
considered good
when the
measurement of
variables is
consistent and
true. Consistent
means the



measurement
method obtains
data values that
are very close to
each other across
repeated testing in
the same person,
across several
observers, and
across various
parts of a
questionnaire.
(Usually only one
of these aspects



of consistency is
relevant to a
particular
measurement
method.) A
measurement
method that is
consistent is
described in
research terms as
reliable.

A true
measurement



method captures
the essence and
attributes of what
it is intended to
measure. In other
words, it really
zeroes in on the
variable of interest
and accurately
captures it in its
totality. When a
measurement
method accurately
captures to a high



degree the totality
of a variable of
interest,
researchers say
the measure is
valid. As you will
learn, there are
several ways of
testing a
measurement
method’s
reliability and
validity, and the
results of these



tests are often
provided in
research reports.

Reliability
Measurement is
not as objective
as one might think
in that error and
inconsistency can
enter into
measurement at
many points.
Consider the



clinical situation in
which two nurses
obtain a blood
pressure (BP) on
a patient with a
stable BP.
Assume (1) when
the first nurse
meets the patient,
he is standing at
the doorway to
the room; (2) the
measurements
are separated by



a 5-minute
interval; (3) the
second nurse
does not know the
value the first
nurse obtained.
Most likely the
two BP values
obtained will not
be exactly the
same, even with
digital machines.
The difference is
probably



attributable to
variations in their
measurement
methods more
than it is to
changes in the
patient’s BP.
Differences in cuff
size, improper
application of the
cuff, inconsistent
patient body
position, use of a
different arm, arm



position, failure to
wait before
repeating the
measurement, and
the calibration of
the device used
can contribute to
variation in BP
values. In
research,
differences in
readings caused
by the difference
in measurement



technique are
considered
measurement
error because the
two readings are
not identical
because of
measurement
technique as
opposed to an
actual difference
in BP.



To the extent that
the BP
measurements
are obtained using
the correct
technique each
time, they will
have less error
and will more
consistently reflect
actual BP. When a
measurement
method
consistently



captures the
actual value, or
close to it, the
measuring method
is considered
reliable. To
increase the
reliability of blood
pressure
measurements in
research studies,
researchers spell
out in great detail
the procedure for



obtaining and
recording a blood
pressure
measurement to
ensure that all
persons collecting
data do so in the
same way.

Specific tests of
measurement
consistency will be
explained in detail
as they are used



in the exemplar
study of this and
later chapters.

Validity

A measuring
instrument may
be consistent but
it may fail to fully
capture the
essence of the
phenomenon of
interest. In other
words, the



measure does not
truly measure
what it is
supposed to
measure. Often
this is because the
variable is difficult
to define. For
instance, coping
with a stressful
situation is difficult
to define—in
contrast to blood
pressure, which is



much easier to
define.

First consider
blood pressure.
Conceptually,
blood pressure is
the pressure
generated by the
ejection of blood
from the left
ventricle into the
aorta and
dispersed



throughout the
arteries and
capillaries. So,
blood pressure is
a combination of
left ventricular
ejection force, the
elastic properties
of the arterial
system, and the
location of the
measurement
relative to the
level of the heart.



The most direct
measurement of
blood pressure is
achieved by
placing a small
catheter in a
peripheral artery
and connecting it
to a transducer,
which senses the
pressure, converts
it into a waveform,
and eventually into
a number value.



Of course, blood
pressure can also
be measured
indirectly by a
blood pressure
cuff and
sphygmomanometer
or nonmercury
device. In most
situations, indirect
BP measurement
captures the
totality that makes
up blood



pressure, which is
to say that it is a
valid measure of
what is generally
defined as “blood
pressure.”

In everyday
usage, the word
valid means
“true.” This is
similar to the
meaning of the
word when used



to describe a
measurement
instrument. It is a
true (or valid)
measure if there is
data supporting
that it captures in
essence and in full
the concept it
claims to
represent. Over
the years, a great
deal of data
supports the high



validity of direct
blood pressure
measurement and
the slightly lower
validity of indirect
BP measurement.
The lower validity
of indirect BP
measurement is
due to the fact
that direct BP
measurement
produces accurate
values under a



wide range of
conditions,
including low
cardiac output,
high peripheral
resistance, and
patient obesity.
However, indirect
measurement is
either difficult or
inaccurate under
these conditions.
Thus, indirect BP
measurement may



be valid with some
patient
populations but
have less validity
with other
populations.

The essence and
features of coping
are much more
difficult to capture
than BP. In part
this is because
coping is a



complex,
psychological,
subjective
response of a
person over time.
It has many
features,
contextual
interactions, and
manifestations,
whereas blood
pressure is made
up of fewer,
readily identified



determinants that
are very similar in
everyone. Also,
our understanding
of coping is
considerably less
than is our
understanding of
BP. The result of
the complexity,
subjective nature,
and limited
knowledge of
coping is that



capturing its
attributes and
diverse
manifestations is
elusive.

Study participants
can be asked to
report their level
of coping, but the
word itself means
different things to
different persons.
Alternatively, the



researcher could
ask participants to
complete a
questionnaire
asking them to
rate various
aspects of their
daily functioning,
emotions, thought
processes,
sleeping, and
eating. A total
coping score for
each participant



could then be
produced to
reflect various
levels of coping.
This measurement
process sounds
comprehensive
and
straightforward,
but the reality is
that the
questionnaire
would have to be
developed



carefully over time
to be sure that it
truly captures the
many features and
manifestations of
coping. It would
also have to be
tested in various
populations
because it could
be valid with some
groups of people
and not with
others. It could be



valid with persons
with chronic pain
but not with
persons in a
stressful
marriage. In short,
the measurement
of coping is much
more complex and
much less
objective than is
the measurement
of blood pressure.



Reliability
Consistency
of
measurement

Validity =
Accurate
capture of
underlying
concept

Measurement
of



Psychosocial
Variables
Measuring

psychosocial
variables is much
trickier than
measuring
biophysical
variables because
psychosocial
variables do not
exist as physical
realities. Rather,
they exist in the



minds, emotions,
perceptions,
experiences, and
behaviors of
individuals. They
also exist
conceptually as
varying definitions
that clinicians,
researchers, and
theorists assign to
them. Thus,
psychosocial
variables are



subjective and
intangible—and
thus hard to
measure.

Often the content
of the
psychosocial
questionnaires
and scales used in
quantitative
research is
influenced by
earlier qualitative



research that
identified
important issues.
Researchers
develop
questionnaires,
scales, and
observation
scoring guides to
get at the features
specified by a
particular
definition of the
concept. To make



questionnaires
and scales reliable
and valid,
researchers
revise, develop,
and refine them
over time, just as
the indirect
measurement of
blood pressure
was refined over
the years.



It is all too easy
for a questionnaire
to include features
of another
psychosocial
phenomenon that
is similar to but
slightly different
from the
phenomenon it is
intended to
measure. For
example, self-
confidence and



optimism are
concepts that
have similarities to
—even overlap
with—coping. If
the questionnaire
items are not
written carefully
and the balance of
items about
various features of
coping is not right,
some questions
might capture self-



confidence or
optimism instead
of coping.
Sometimes a
physiological
measure can be
used as an
indicator of a
psychological
state or behavior.
Thus, instead of
measuring a
psychosocial
variable by



participant self-
report, a
physiological,
trace indicator of
that variable can
be measured. For
instance, salivary
cortisol level is
used as an
indicator of stress
and serum
glycosylated
hemoglobin
(HbA1c), which



reflects average
blood sugar over
the past 2 to 3
months (but is
heavily weighted
to the past 2—4
weeks), is used
as an indicator of
patient self-
management of
diabetes. In
general, obtaining
valid
measurements of



psychological
states is more
difficult than
obtaining valid
measurements of
physiological
states.

Establishing
validity of a
psychosocial
instrument
requires
conceptual clarity,



testing,
comparison with
other instruments,
and revision.
There are many
ways of
establishing
validity of an
instrument. You
don’t need to
know them but
you can be more
confident about
the validity of an



instrument if the
researcher
reports that
checks on the
validity of the
instrument have
been performed.
Rather than
explain here how
researchers test
and report validity
and reliability of
instruments, | will
explain it in the



commentaries
about the
exemplar studies
throughout the
text. It is much
easier to
understand with a
particular
instrument and
specific reliability
and validity
numbers in front
of you.



Measurement
instrument
with high
reliability
and
validity +
Sound
data
collection
procedures
—>
Trustworthy
data




Extraneous
Variables
Before leaving the
topic of variables,
| want to point out
that when
designing a study,
the researcher
decides which
variables will be
studied. Other
variables may
have influence in
the situation but



are not of interest
in the particular
study, and these
are referred to as
extraneous
variables
—extraneous
meaning “outside
the interest of the
study.” Even
though they are
not of interest, if
they influence the
data being



collected, they
can lead to wrong
conclusions. To
prevent this,
researchers try to
anticipate these
variables in
advance of doing
the study by
eliminating or
controlling them.
Controlling means
“to isolate,
eliminate, or hold



steady their



influence in the
situation.”

Let us say that a
researcher is
interested in
studying whether
women of
different income
levels have
different levels of
receptivity to TV
spots about
osteoporosis



prevention. If the
study involves
collecting data
from a random
sample of women
ages 15 to 50,
age could act as
an extraneous
variable. Thus,
even though the
data may be
analyzed so as to
answer the
questions about



how income
influences
receptivity to TV
health messages,
any differences
found could
actually be from a
combination of
income and age
(women with
lower incomes
might be younger
than women with
higher incomes).



Thus, age is an
extraneous
variable. It is not
of interest in the
study, but it may
be at work in the
situation (e.g.,
younger women
may watch more
TV) and could
confound the
findings—meaning
that it confuses, or
muddies, the



interpretation of
the results.

Recognizing this
problem in
advance would
allow the
researcher to
conduct the data
analysis in a way
that takes the
effect of age into
account. To do
that, the



researcher could
control the age
variable by
studying only
women in a
narrower age
range, say, 35 to
50 years. The
research question
would still be
about income level
and
responsiveness to
the TV spots, but



the influence of
age differences
would be greatly
reduced.
However, in the
process the
researcher will
obtain less
information;
depending on the
research question,
this may be okay.
Alternatively, there
are statistical



methods of
analysis that could
be used to control
the effect of age.

One extraneous
factor that always
must be kept in
mind is that in
most studies the
participants are
aware of the fact
that they are
being studied or



that their
responses will be
examined in detail
by the
researchers. This
may make them
think more about
issues than they
would ordinarily,
thus they may
report differently
than persons who
are not in the
study. Another



possibility is that
the questions
asked on a
questionnaire
influence the
person’s thinking
and change how
they answer
subsequent
questions.
Researchers try
to minimize the
effect of
participation in a



study, sometimes
referred to as the
Hawthorne
effect, by
considering the
order in which
data are collected
and/or by giving
equal attention to
all groups from
whom data are
collected—so
attention doesn’t



influence
participants’responses.

Researchers
design studies so
as to gain control
over extraneous
variables and
thereby produce
findings regarding
the variables that
are of real
interest. However,
the world is



complex, and it is
almost impossible
to control all the
extraneous
variables that are
operative in a
situation.
Therefore, in the
discussion section
of the report,
researchers often
point out any
extraneous
variables that



were not well
controlled in their
study and may
have influenced
the findings.
Moreover, as
clinicians read
study reports,
they often identify
extraneous
variables that may
have influenced
the results—and
which the



researcher was
not aware of.

Target
Population
and
Sampling
Ultimately, the aim
of quantitative
research is to
create knowledge
about a specified
population of
people, a



population being a
large group of
persons with
characteristics in
common (e.g.,
they all have
chronic bone pain
after a complex
leg fracture).
However, data
cannot be
collected on all
persons in the
specified



population—it is
not possible for
logistical and cost
reasons. Instead,
researchers
collect data about
the variables from
a small group of
people who are
part of the larger
population. This
smaller group is
the sample; the
group to whom



the researchers
think their findings
are applicable is
the target
population.

So, data are
collected from the
sample and
descriptive
statistics are
calculated. Even
though the
statistical results



are based on data
from one sample,
they are the best
estimate of what
the data might be
in the target
population. For
instance, the
mean of the
sample is a single-
point, best
estimate of what
the mean of the
target population



is. In research
lingo, we say that
the population
mean is inferred
from the sample
mean (see Figure
5-2).
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The flaw in this
method of
estimating the
population mean is
that it is based on
just one sample.
We know that if
the researcher
obtained other
samples from that
same population,
the mean of each
of those samples



would not be
exactly the same,
but chances are
they would not
vary widely. But,
given the fact that
data from other
samples are not
available, the best
single-point
estimate of the
population mean is
the mean obtained
in the study.



However . . .
there is a
statistical way of
estimating what
the means of
those other
samples from the
population might
be. It is called a
confidence
interval around
the sample mean.
It is an interval
with specified



endpoints
between which the
means of many
other samples
from the
population are
likely to lie.
Although it is
based on the data
from the sample
at hand, this
interval is highly
likely to capture
the true population



mean. Thus, in
Figure 5-2, there
is a +/- sign
indicating that the
inferred population
mean is an
estimate and the
population mean
probably is not
exactly that value.
However, the
amount of that +/-
value can be



estimated from
the sample data.

Importantly, for an
inference from a
sample to a
population to be
legitimate, the
sample must be
representative of
the population.
This means that
the sample must
be like the



population; the
sample must
match or
accurately reflect
the population.
Any difference
could make the
inference to the
population invalid.

Random
Sampling

The very best way
to ensure that a



sample faithfully
represents a
population is to
randomly select a
specified number
of persons to be
in the sample from
the entire
population.
Randomly select
means that
chance alone
determines who is
selected for the



sample, thus
every person in
the population has
the same chance
of being in the
sample. This is
possible when a
list of the entire
membership of a
defined population
exists and a
method that
approximates
drawing names



out of a hat is
used to select
who will be in the
sample; of course,
computer
programs, not
names in a hat,
are most often
used to extract a
random sample
from a list. A
sample that is
randomly selected
from a list of



population
members is
known as a
simple random
sample and
usually produces a
sample whose
profile is very
similar to the
characteristics of
the actual
population from
which it was
drawn. Generally



speaking,
however, the
larger the sample
size relative to the
size of the
population, the
greater the
likelihood that the
sample will
faithfully reflect
the population.
This method of
obtaining a
sample and



inferring results to
the population
from which it was
drawn is shown
graphically in the
top diagram of
Figure 5-3.
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Figure 5-3 Two
Types of
Population—
Sample
Relationships
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There are several
more complicated
ways of obtaining
a random sample
that is
representative of
a specified
population.

on.



= Stratified
random
sampling is
used when the
researcher
wants to be
sure to get
data from
subgroups of
the population
that are small
and might not
be present in
sufficient



numbers in a
simple random
sample. The
researcher
first identifies
the relevant
strata and their
actual
percentages in
the population.
Those
percentages
determine how
many persons



are randomly
selected from
each stratum.
Let us say a
researcher is
interested in
studying
psychosomatic
thinking in
diabetics,
prediabetics,
and
nondiabetics
and has



access to a
health center’s
list of patients.
First, the
percentages of
persons in
each of the
three strata
would be
determined.
Then, from
each stratum,
as many
persons as



needed to
maintain the
population’s
strata
percentages
would be
randomly
selected to be
recruited for
the sample.
See Figure 5-
4 for an
illustration.



Population= 1,000 creatures
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Figure 5-4
Stratified
Random
Sampling

Cluster
sampling is
used when the
target
population is
large and
spread out and
the researcher
needs to



concentrate
data collection
in a few
locations. The
population is
divided into
clusters,
usually by
geographical
areas or
practice
setting, and a
specified
number of



clusters are
randomly
selected. All
persons (or
other units of
interest) within
those clusters
are sampled.
For instance, if
a researcher is
interested in
collecting data
from home
care agencies



in a state but
cannot go all
over the state
to collect data,
five counties in
the state could
be randomly
selected and
data collected
from all home
care agencies
in those five
counties (see
Figure 5-5).






Figure 5-5
Cluster
Sampling

Other methods of
random sampling
are used but less
frequently. So that
is all | am going to
say about other
random sampling
methods here. In
the future, if you



encounter one of
them or an
unknown (to you)
sampling method
in a study report,
check out how
they are done in a
research methods
book or via an
online search.

Convenience
Sampling



In healthcare
research,
complete lists of
population
members are
quite rare; instead
it is quite common
to draw a sample
from an available
population. Many
healthcare studies
recruit participants
from those
available in one or



two healthcare
agencies. A
sample extracted
from an available
population is
referred to as a
convenience
sample. To avoid
bias, recognized
ways of selecting
who from the
available
population will be
asked to



participate in the
study are
followed.

Convenience
sampling starts
with an assumed
population that is
defined by
demographic,
disease,
functional,
symptom, or
wellness



characteristics.
Then, persons are
identified who are
(1) presumed to
be in the assumed
population and (2)
accessible or
available to the
researcher; these
persons may be
accessible in the
present or
prospectively, i.e.,
going forward.



When the study is
reported, a
detailed profile of
the participants,
l.e., the study
sample, is
provided; this
profile becomes
the basis for
describing in detail
the projected
population to
which statistical
conclusions and



generalizations
can be inferred.
Convenience
sampling is
graphically
illustrated in the
bottom diagram of
Figure 5-3.

Convenience
samples reduce
the cost and effort
of doing a study,
but they also



introduce the
possibility that
results of the
study will not
generalize to the
target population.
There may be
something unique
about the persons
who made up the
study sample or
the setting in
which the study
was done that is



different from
other persons and
settings in the
assumed
population. For
this reason, it is
important that
studies done with
a convenience
sample be
replicated in other
settings to
determine if the
results do indeed



generalize to
others in the
assumed
population.

CONVENIENCE
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Erosion of
Representativeness
An important
caveat for both
random sampling
and convenience
sampling is that
even though the
sample selected
to be in the study
may be
representative of
the target



population, the
representativeness
of those who
actually contribute
data, i.e., the
actual study
sample, depends
on a high level of
consent to
participate by
those selected to
participate and a
low level of
dropouts once the



study is under
way. Erosion of
representativeness
is particularly
likely if those who
were selected for
the sample but
decline
participation or
drop out have
something in
common, such as
illegal immigration
status,



transportation
difficulties, or
language barriers.

Finally, sampling is
a broad and
complex topic.
The preceding
explanations just
touch on it. Rather
than discuss it
further here,
various methods
of obtaining



samples and the
consequences of
those methods
are discussed in
the commentaries
of the studies you
will read in this
and later
chapters.

A

TARGET
POPULATION
CAN BE




or

The

actual
population
(with a
random
sample)

A
projected
population
(with a
convenieng
sample)




Sample Size
There is no easy

rule for
determining how
many participants
should be in a
descriptive
study. Earlier,
you learned that
researchers
conducting
qualitative studies
do not
predetermine their



sample size;
rather they stop
recruiting
participants when
no new
information is
forthcoming. In
contrast,
researchers
conducting
descriptive studies
predetermine their
sample sizes
taking into



consideration
several factors:

» Whether a
single group or
two groups will
be studied

= How the
variables will
be measured
or categorized
—that is,
whether a
mean or a



proportion will
be calculated

= How much
variability is
expected in
measurements

m Resources
available to
conduct the
study

Generally, the
sample must be
large enough that
the statistics can



precisely estimate
the values that
groups are likely
to exist in the
population.

Surveys
A common type of

descriptive study
is the survey. In
surveys, self-
reported data are
collected by mail,
Internet,



telephone, or in
person. Surveys
are widely used
because a lot of
data can be
collected from
large numbers of
people with
minimal effort and
expense.
However, surveys
are also widely
misused—by
persons who falil



to recognize the
various ways in
which they can
lead to erroneous
conclusions
(Dillman, Smyth,
& Christian,
2009).

The main
problems in
surveys are the
following:



= Failure to
obtain a
sample that is
representative
of the target
population right
from the start

= Difficulty in
constructing
questionnaires
and interview
questions that
are clear to
everyone who



will complete
the survey

= Low response
rates, which
make the
respondents
not
representative
of the target
population
(Dillman et al.,
2009)

The response rate
difficulties of



surveys are
revealed in a
study of the
cardiovascular risk
factors and
lifestyle habits of
preventive
cardiovascular
nurses (Fair,
Gulanick, &
Braun, 2009).
Emails (n = 5,163)
were sent to all
current and past



members of the
Preventive
Cardiovascular
Nurses
Association using
email addresses
from the
membership
database. A total
of 1,358 surveys
were completed in
the Survey
Monkey database,
which is a



response rate of
26%. The low
response rate
occurred in spite
of the use of
participation
enhancement
strategies such as
early notification,
reminders, and
incentives. The
authors
acknowledged the
low response rate



as a study
limitation in their
report.
Unfortunately, the
low response rate
calls into question
the
generalizability
of the findings to
the larger
population of
preventive
cardiovascular
nurses. In fact,



this level of
response is not
uncommon—it is
even quite high—
for mailed and
email online
surveys. Surveys
present
considerable
challenges, but
when conducted
properly, they
provide useful
information. When



conducted by the
inexperienced,
they often
produce
misleading
information.

Results

Percentages
Descriptive

studies report

results in a variety
of ways. Perhaps
the most common



way is as
percentages. A
study that
explored the
impact of
implementing a
care bundle with
postcoronary
artery bypass
grafting (CABG)
patients reported
that the overall
30-day
readmission rate



decreased from
25.8% prior to
implementing the
care bundle to
12% following
(Bates,
O’Connor, Dunn,
& Hasenau,
2014).

Center and
Spread of
the Scores



To convey the
typical or
representative
score, the mean
or median may be
reported.
Remember, the
mean is the
numerical average
of the scores and
is the best
description of
group average
when the scores



are evenly
distributed around
the mean. Means
are reported when
most of the
scores are near
the mean with
gradual decreases
in frequency of
scores on both
sides farther from
the mean. The
median, which is
the variable value



of the middle
case, is more
typical when the
distribution of
scores is skewed
(i.e., there are a
few scores strung
out on one side
toward the end of
the score
continuum—away
from the majority).



In a study of why
elderly people
delay responding
to heart failure
symptoms
(Jurgens, Hoke,
Byrnes, & Riegel,
2009), the median
duration of various
symptoms before
hospital admission
was reported. The
median delay
reported by



patients
experiencing
dyspnea was 3
days. The authors
reported the
median because
there were
several persons
who delayed for
up to 90 days,
and this skewed
the data toward
longer delay;
those few cases



elevated the mean
so it was not
representative of
average or typical
persons, so the
delay reported by
the middle case
provided a better
sense of the
middle of the
data.

To convey the
variability or



spread in the
data, researchers
often report the
range of scores
(actual low score
and high score) or
the interquartile
range, which
indicates the
spread of the
middle 50% of
scores (see
Figure 5-6). Data
with narrow



ranges or
interquartile
ranges are less
dispersed than
are data with wide
ranges.
Sometimes data
dispersion is of as
much interest as
is the average of
the scores.
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Figure 5-6
Interquartile
Range (IQR)

Wrap-up:
Percentages,
means, medians,



and ranges are
widely used in
reporting the
results of
descriptive
studies. This, plus
the natural
conditions under
which data is
collected, makes
descriptive studies
generally easy to
read and
understand. Thus,



a descriptive
study serves as
the first
quantitative design
to be considered.

Beyond the

Study Data
Most often the

researcher
conducting
quantitative
descriptive
research aims to



present a
portrayal of the
variables being
studied as they
occurred in the
setting and
sample in which
the study was
conducted. Other
researchers,
however, want to
know if their study
results would be
likely to occur in



other similar
settings and
populations, i.e.,
the larger group of
which the sample
is only a part. To
do this they use
inferential
statistics—
confidence
intervals, chi
square test, t-test,
ANOVA, and
others. However,



these tests are
not widely used in
descriptive studies
in nursing so they
will not be
discussed in this
chapter. Inferential
statistics will be
explained at length
in the chapters on
correlational
research
(Chapter 6),
experimental



research
(Chapter 7), and
cohort research
(Chapter 8).

Exemplar
Reading Tips
This research
article is a
description of the
needed
coordination
between rapid-
acting insulin



administration and
meals in an acute
care setting. To
fully understand
the purpose and
implications of this
study, you should
have a basic
understanding of
the
pathophysiology
involved in
diabetes mellitus
and the



physiologic
actions of rapid-
acting insulin,
particularly the
time to onset of its
action from
administration.

Lampe,
J.,
Penoyer,
D.A,




Hadesty,
S,

Bean,
A., &
Chamberlain,
L.
(2014).
Timing
is
everything:
Results
to an
observational
study




of
mealtime
insulin
practices.
Clinical
Nurse
Specialist,
28(3),
161-

167.
Abstract

Purpose:
The
purpose of




this study
was to
evaluate
the timing
and
practices
of blood
glucose
testing and
rapid-
acting
insulin
administration




around
mealtimes.

Design:
This study
used an
observational,
descriptive
design to
assess the
time
between
blood
glucose




testing and
insulin
administration
and the

time

between

first bite of
the meal

and insulin
administration.

Setting:
The setting
was 4




cardiology
units in 2
hospitals
within a
large
community
healthcare
system.

Sample:
Sixty-four
mealtime
practice
events at




breakfast,
lunch, and
supper
were
observed.

Methods:
Investigators
directly
observed
the timing

of rapid-
acting
insulin




administration
at 3
mealtime
periods an
assessed
timing of
blood
glucose
testing,
food
intake, and
method of
glucose
reporting.




Results:
Overall,
14% (n =
64) of the
patients
received
blood
glucose
testing
within 1
hour prior
to insulin
administration
and insulin




administration
within 15
minutes of
the meal.
As
separate
elements,
blood
glucose
testing was
done within
the defined
ideal range
35% (n =




63) of the
time, and
insulin was
administered
within

range 40%
(n=58) of
the time.

Conclusions:
Timing for
meals,

blood

glucose




testing,

and rapid-
acting

insulin
administration
varied
significantly
and was

not well
synchronized
among the
various
patient
caregivers




with low
achievement
of ideal
practices.

Implications:
Results to
this study
revealed
opportunities
for better
coordination
of

mealtime




insulin
practices.
Lack of
coordination
can lead to
medication
errors and
adverse
drug
events.
Further
study
should
include




effect of
mealtime
coordination
on

glycemic
control
outcomes
and testing
the effect
of
interventions
on timing of
mealtime




insulin
practices.

Profile

&
Commentary
| will

emphasize

again that

this Profile

&

Commentary

will only



make
sense if
you have
read the
exemplar
article in full
and have it
in front of
you.

?

| WHY
STUDY

PURPOSE



This study
was
conducted
to improve
the quality
of care in
two
hospitals
by
examining
the timing
of
subcutaneous,
mealtime



insulin
administration
in
relationship
to meals.
The
objectives
of the study
are stated
more
specifically
on the
bottom of
page 162,



and the
background
information
provided is
helpful. The
takeaway
is that
because
rapid-acting
analog
(RAA)
starts
acting
within



minutes of
injection,
the patient
must start
eating
within 15
minutes of
the injection
or risk
hypoglycemia.
A second
important
factor in
insulin



administration
is that the
blood
glucose
(BG)
testing that
determines
the dose of
insulin to be
given
should be
done close
to the time
the insulin



is actually
given to
ensure the
right dose
for that
meal.

Maintaining
glycemic
control in
hospitalized
patients
with
diabetes



mellitus has
always

been
challenging
given the
need for
synchronization
of BG

testing,

insulin
administration,
and meal
delivery.
However,



with RAA
insulin, also
called
mealtime
insulin, the
synchronization
is even
more
demanding.
In this
study the
researcher
defined the
ideal



intervals

as: (1)

blood

glucose

(BG)

testing is
performed
within 1

hour prior

to insulin
administrations,
and (2)
insulin
administration



is with 15
minutes
(before or
after) of
the patient
starting to
eat. These
two
intervals
are the
variables of
interest in
this study.
In the



review of
literature in
the opening
section, the
authors
note that
surprisingly
little
published
research
has been
conducted
on nursing
practices



related to

the timing

of the
recommended
intervals of
these three
events.

Y
ow
METHODS
Design



These data
were
collected
via direct
observation
of clinical
activities,
meaning
that the
data were
obtained
under
natural
conditions



with no
intent to
manipulate
the
situation.
The
downside
of direct
observation
is the
potential
for the
Hawthorne
effect,



whereby
participants
may
change
their
behavior
due to
being
aware they
are being
studied.
This effect
was
lessened in



this study
by the
nurses on
the units
knowing
that a study
was being
conducted
but not
being
specifically
informed
about what
was being



studied.

Sample
At first

reading, it
may seem
that the
sample
was
nurses,
however a
careful
reading
reveals that



the sample
consisted
of episodes
of care
consisting
of the three
interconnected
activities
that
comprise
the two
timing
intervals of
interest. In



support of
episodes of
care being
the unit of
analysis,
note this
sentence
under Data
Collection:
“The
investigators
reviewed
the census
of each



study unit
to identify
patients
who were
receiving
subcutaneous
RAA
insulin” (p.
164). Thus,
although
the
episodes
were
identified



through
patient
records

and nurses
are the
major
players in
insulin
administration
coordination,
the data
collected
and results
reported



were about
episodes of
care, not
patients or
nurses.
Assigning
the nurse a
code
number
served only
to avoid
observing a
nurse more
than once.



The

authors

note that
cardiology
patients

are at high
risk when

the logistics
fail

because
hyperglycemia
and
hypoglycemia
have



adverse
effects on

the
cardiovascular
system,

thus the
study

focused on
insulin
administration
events
occurring

on

cardiology



units. Three
of the units
had
standard,
scheduled
meal
delivery
times while
one had
on-demand
meal
delivery.

Measurement



and
Quality
of Data

Evaluation

of the

quality of
observational
data is

often

ignored
because it
seems
straightforward
—although



often
deceptively
so. These
authors are
to be
commended
for paying
attention to
the
reliability
and validity
of their
measurement
tools and



procedures.
The steps
they took
to assure
the quality
of their
data are a
bit difficult
to ferret
out in the
report
because
the relevant
information



is not all in
one place,
so let’s see
if | can
bring it
together.

First,
reliability.
These
researchers
made
considerable
effort to



make sure
that they
accurately
and
consistently
captured
the realities
they were
observing.
In
particular,
they:



= Defined
the
activities
of
interest
in
observable
terms

= Developed
and
improved
their
observational
tool



through

a series

of pilot
tests
Tested
their
observational
procedures
(e.q.,
where
observers
should
stand;
required



that all
stopwatches
were
timed to
the
network
clock)
Trained
the
observers
in
observing
and
recording



m Assessed
interrater
reliability

Interrater
reliability
is
particularly
important in
this study.
When two
or more
observers
are using a
data



recording
or scoring
instrument,
it is
important
that they
are in sync;
that is, they
record or
score the
same
activity in
the same
way. If they



do not, the
data will
not be
good
because it
is
inconsistent,
le., itis
dependent
on who did
the
recording.
In this
study,



scoring
requiring
judgment
was not
required,
just
recording
of the
timing of
activities
was
required,
which is
much less



prone to
differences
of opinion.
Eighty
percent is
considered
the
minimally
acceptable
level of
agreement
that must
be
established



between
two or
more
observers.
The
researchers
in this study
aimed at
and
achieved
100%
interrater
agreement.
As result of



the steps
these
authors
took to
assure the
reliability of
their data,
we can be
confident
that the
data
consistently
captured
reality as it



was playing
out.

Validity of
the
measurement
instruments
is a bit
more
difficult to
assess.
First, it is
important
to



recognize
that the
ideal
intervals
came from
existing
scientific
literature,
to the
extent
possible;
the authors
discussed
these



supporting
studies in
the opening
section and
in the
Discussion
section.
So, the
validity of
these
measurement
instruments
rests in
prior



scientific
work that
served as
the basis
for the
ideal time
frames.

To
determine
the validity
of their
observation
tool, the



researchers
assessed
its face
validity.
They did
this by
asking
experts to
look at the
tool and
determine
whether the
data that
was to be



recorded
accurately
and
comprehensively
captured
the
underlying
concepts,
l.e., ideal
intervals
between
BG testing,
mealtime
insulin



administration,
and patient
taking first
bite of
meal.
Changes
were made
and a final
observation
test of the
tool was
conducted.
Granted
face validity



is based on
judgment
and is not a
rigorous
test of
whether the
tool
captures
the
underlying
concept.
However,
the
scientific



foundations
of the ideal
time
frames and
the fact
that the
data
related to
them did
not require
interpretation
is
reassuring
that the



observation
tool did
capture the
essential
elements of
these
important
timing
issues.
Data
collected

by direct
observation



included
the times
the patient
started to
eat and the
time insulin
was
administered.
The result
of BG
testing was
recorded in
the
electronic



medical
record at
the point of
care, and
the
researchers
got the BG
time data
from there.

Data
Analysis
The data
was



analyzed
using
descriptive
statistics:
means,
medians,
ranges,

and
proportions/percentages
The
researchers
were
clearly only
interested



in capturing
the reality
of mealtime
insulin
practices in
their
settings
and did not
believe, as
they
stated, that
results
from their
setting



would be
generalizable
to other
situations
because of
the
considerable
variability in
how

settings
handle this
issue.

Thus, they
did not



conduct
inferential
analyses
on their
data.

Ethics
Review
The study
was
reviewed
and
approved
by the



institutional
review
board
(IRB) of the
involved
healthcare
organization.
AnIRB is a
group of
people
appointed
by a
university,
hospital, or



other
healthcare
organization
who are
charged
with the
responsibility
of ensuring
that the
rights of
human
subjects

are
protected



when a
study is
conducted
under their
auspices.
Federal law
requires
that IRBs
be
nationally
registered.

A
researcher



must
receive IRB
approval
prior to
beginning a
study and
provide
reports to
the IRB
about the
ongoing
status of
the
research.



In

reviewing
proposals,
IRBs
consider
the
following
information:

= How
participants
will be
protected
from



discomfort
and

harm

and
treated
with
dignity
How
informed
consent
(knowledgeable
choice

to
participate



or not)

will be
ensured
Whether
pressure
or
coercion
to
participate
in the
study is
completely
absent



= How
participants
in the
study
will be
informed
about
the
purpose
of the
study,
the
basis of
subject



selection,
the
experimental
treatments,
assignment
to
treatment
groups,
and

risks
associated
with

each
treatment



= How
privacy,
confidentiality,
and
anonymity
will be
ensured

Normally
the IRB
requires an
informed
consent
document
to be



signed and
dated by
the
participant
or the
participant’s
legal
guardian.
The
informed
consent
document
must
include a



statement
giving the
researcher
access to
the
participant’s
protected
health
information,
if that is
needed to
conduct the
study. In
some



cases a
waiver of
signed
informed
consent
may be
granted to
the
researcher
due to low
risk for
discomfort
or harm to
the



research
subjects.

Some
studies, by
their very
nature,
involve
minimal risk
of violating
human
rights,
whereas
others are



very
sensitive.
Studies
involving
infants,
children,
fetuses,
prisoners,
reproductive
issues,
imposed
pain or
distress,
and risks



are
considered
sensitive,

and thus

the
procedures
of the study
must be
spelled out

in great
detail
(Department
of Health
and



Human
Services,
2009). Only
individuals
who are 18
years of
age or
older and
legally
competent
can give
their own
informed
consent.



Parents or
guardians
must give
permission
for minors
to
participate.
The
capacity of
persons
with
cognitive,
developmental,
and mental



health
limitations
to give
consent is
considered
carefully by
IRBs.

Recognizing
the great
diversity of
studies, an
IRB
chairperson



or
committee
designates
a study as
(1) exempt
from
review, (2)
eligible for
expedited
review, or
(3)
requiring
complete
review



(Department
of Health
and Human
Services,
2009). The
criteria for
exempt-
from-
review
status are
spelled out
ina U.S.
Department
of Health



and Human
Services
policy. If
the risk is
minimal, an
expedited
review can
be carried
out by the
IRB
chairperson
or by one
or more
experienced



reviewers.
A study
that has
greater
than
minimal risk
must
receive full
review by
the entire
IRB.

From the
exemplar



article, we
do not
know if this
study
underwent
expedited
review or
full review;
we do
know that it
was
approved.
Waiver of
informed



written
consent of
the
participating
nurses was
approved
because of
the minimal
risk for
identification,
discomfort,
or harm to
them. The
nurses



were
assigned
subject
codes and
their names
were not
used during
data
collection
and
analysis.
The
principal
investigator



was the
only person
with access
to the code
sheet and
ensured its
destruction
following
data
collection.

b



RESULTS
Sample
The sample
consisted
of 64
episodes
from
breakfast,
lunch, and
dinner at 4
medical
step-down
units at 2
hospitals in



a
multihospital
system in
the
southeastern
United
States.

This

sample

was a
convenience
sample
because no
attempt



was made
to randomly
select the
episodes
observed
from all
patients
receiving
RAA insulin
on the
study units.
This is not
a
shortcoming



of the study
because
the overall
aim of the
study was
to
understand
mealtime
insulin
practices
for the
purposes
of
improving



care in that
healthcare
system.

Findings
Descriptive
statistical
results
pertaining

to the two
ideal timing
intervals

are

reported in



Tables 2, 3,
and 4 of
the report.
Table 2
summarizes
results of
all the
observations
for both
intervals of
interest;

the ideal
standards
and the



Note under
the tables.
First, the
left side of
Table 2
informs us
that BG
testing was
done on
average 73
minutes
before
insulin was
administered



—qgreater
than the
recommended
interval.

The median
tells us that
50% of the
BG-insulin
administration
intervals
were

greater

than 74
minutes



(and 50%
were less).
The range
indicates
that the
times
ranged
from 173
minutes to
4 minutes
before
insulin
administration,
which



means that
at least one
person had
his BG
taken
nearly 3
hours
before
insulin
administration;
this is a
reminder to
consider
both



average

and
variability/range.
Overall,

only 35%

of the BG
measurement
to insulin
administration
intervals fell
in the ideal
range of 60
to0

minutes;



the fact
that 65% of
patients did
not receive
insulin
based on a
BG
measured
within an
hour prior
is a major
care
deficiency.



Then in the
right
column of
Table 2 we
see the
data about
the 2nd
interval,
insulin
administration
to first bite
of food.
The
average



time of
insulin
administration
was 6
minutes
before the
patient took
the first
bite of
food; this is
within the
ideal
interval of
15 minutes



before or
after.
However,
again, the
range
indicates a
problem;
first, it is a
quite wide
interval,
from 148
minutes
before to
78 minutes



after, and
both
extremes
are of
concern.
The 148
minutes
before is of
particular
concern
because of
the
possibility
of



hypoglycemia
resulting
from
receiving
this fast-
acting
insulin and
not taking
in food.
N.B.: The
2nd line of
the lower
right cell is
a typo and



should
actually
read “(23
[40%] in
range).” (I
contacted
the
corresponding
author and
confirmed
this.)

Of greatest
concern is



that overall
only 14%
of the
episodes
observed
resulted in
all three
activities
occurring
within the
required
intervals—
this is a
major



quality
deficiency.

In Tables 3
and 4,
further
breakdowns
of the
results by
meal period
and for just
the on-
demand/room-
service



food unit
are
provided in
the form of
the means,
ranges,

and
percentages
of
observations
that met

the ideal
care
criteria. It



was
interesting
to see that
supper had
the lowest
percentage
of ideal
care for the
BG
testing—
insulin
administration
interval
(11%),



while lunch
was
considerably
better at
56%. The
compliance
rates for

the insulin
administration—
first bite
interval
were
different
with lunch



again being
the best
(57%), and
breakfast
being quite
poor at just
5.3%. The
authors
offer some
explanation
for these
wide
differences
in the



Discussion
section.
The results
for room-
service
food
delivery as
broken out
in Table 4
indicate
that
coordination
of insulin-
related



tasks was
even more
deficient
than for the
units as a
whole.

Discussion
In this

section, the
researchers
compare
their results
to those of



two other
studies and
discuss
shortcomings
in practice
that are
likely to

have

serious
ramifications
for patients’
well-being.
Recommendations
for practice



based on
the findings
are also
offered.
Among the
limitations
of the study
is the fact
that the
researchers
did not
directly
observe
amount of



meal
consumption
rather
relied on
asking the
nurses to
recall this
information.
The fact
that one-
third of
nurses
reported
they did not



know the
amount of
food
consumed
by the
patient
during the
meal is of
concern
because
the insulin
dose given
assumes
that the



patient will
eat at least
50% of
their meal.

Patients
who are
not inclined,
for
whatever
reason, to
eat present
a tricky
issue since



the insulin
is often
given
before the
patient
starts the
meal.
However,
one could
envision the
nurse
asking the
patient at
the time of



giving the
insulin, “Do
you think
you will be
able to eat
at least half
of your
meal?”
Care
protocols
should
address
what the
nurse



should do if
the patient
expresses
doubts
about
eating. One
possible
solution is
that insulin
administration
could be
delayed for
up to 30
minutes



after the
meal is
delivered to
see if the
patient will
actually eat
half the
meal.

Another
limitation is
that the
observations
were made



in one
healthcare
system,
which may
not
represent
practice in
other
settings.
Generalizability
to other
settings is
limited
because



organization
of nursing
activities
such as BG
testing and
insulin
administration
IS unique to
every
setting.
However,
two other
studies
measuring



BG testing
and insulin
administration
times in
hospital
had similar
results to
this one.
Thus,
although
the findings
of this
study are
from one



particular
setting, in
combination
with results
of the other
studies
cited they
contribute
to the body
of
knowledge
about these
practices.
Also, the



problems
identified in
this study
undoubtedly
are not
unique to
this health
system,
rather are
widespread,
making this
a valuable
contribution
to quality



improvement
efforts
beyond the
health
system in
which it

was
conducted.
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CHAPTER
SIX:
Correlational
Research

Another form of
quantitative



research goes
beyond reporting
basic facts about
a variable of
interest to explore
how variables are
related to one
another.
Questions such
as: Is spousal or
partner support
associated with
diabetics’ blood
sugar level? Are



levels of hearing
loss and levels of
osteoporosis
related? Do lung
capacity levels
predict exercise
capacity? These
questions ask,
“Are variable X
and variable Y
related?” or “Do
their levels move
in sync to some
extent?” These



questions go
beyond
description of
each variable
separately to
examine the
relationship
between them.
They are the kinds
of questions that
can be answered
by correlational
research.



Defining
Relationship
Just what does
this word
relationship mean
in the research
context? In
simplest terms,
relationship
describes an
association
between two sets
of scores. Let’s
say, from each



personina
sample of 30—40-
year-olds, the
researchers
collected two
pieces of data:
their heart rate
after 5 minutes on
a treadmill and
their body mass
index (BMI). If
there was a
strong trend for
those with low 5-



minute heart rates
to have low BMIs
and for those with
high 5-minutes
heart rates to
have high BMIs,
the two variables
would be
considered to be
associated, i.e.,
correlated, in the
sample.
Importantly, the
association says



nothing about the
dynamics that link
them—ijust that
they are
connected in
some way.
Establishing the
dynamics would
require a
persuasive theory
and other
research.



A relationship has
two dimensions—
direction and
strength. The
direction of
change can be in
the same direction
or in opposite
directions. In a
positive
relationship, as
one variable’s
values increase,
the other’s values



also increase, as
in the example just
given. In a
negative
relationship, as
one variable’s
values increase,
the other’s values
decrease; e.g., in
a test situation, as
anxiety levels rise,
scores on the test
decrease.



A relationship can
also be
characterized as
strong, moderate,
or weak,
indicating the
strength of the
relationship
between the two
variables. A
positive
relationship is
strong when:



1.

Persons
who score
high on
variable A
also score
high on
variable B
and
Persons
who score
low on
variable A
also score
low on



variable B
and

3. Those who
score
intermediate
on variable
A also
score
intermediate
on variable
B.

Note that each of
these statements



could also be
stated in the
inverse, e.g.,
persons who
score high on B
also score high on
A. By contrast, a
weak relationship
exists when:

1. Just a few
persons
who score
high on A



also score
high on B
but quite a
few others
score
medium or
low on B
and

Just a few
persons
who score
low on A
also score
low on B



but quite a
few others
score
medium or
high on B
and

. Those who

score
intermediate
on A have
assorted
scores on
B.



In other words,
the relationship is
weak when there
is very little
connection
between persons’
scores on A and
scores on B.

The opposite of
relationship is
independence,
meaning that there
IS no association



between scores
on the two
variables. There is
no pattern in the
scores of one
variable with the
scores on the
other variable;
both are scattered
across the range
of possible
scores. A pattern
or lack thereof is
best seen by



plotting the data
points on a graph
with values of A
on one axis and
values of B on the
other axis—there
will either be a
degree of trend or
a wide scatter, as
you will see in the
next section.

Measuring a
Relationship



Statistical
Perspectives
on
Relationship
The direction and
strength of a
relationship
between two
variables are
quantified using
one of several
statistical tests.
The actual
statistic used



depends on the
scale that was
used to quantify
the variables.
When both
variables were
measured on an
interval level
scale, the
Pearson r
coefficient is used;
it is the most
widely used
correlation



statistic (Grove,
Burns, & Gray,
2012). An interval
level scale is a
measurement
scale with a range
of numerical
values having
equal distance
between them,
such as degrees
on a thermometer
or pounds on a
weight scale. If



either or both of
the variables are
measured using
an ordered set of
categories, for
example,
freshman,
sophomore,
Junior, senior, the
Pearson r
coefficient is not
used; rather
another
correlation



coefficient would
be used. There
are several, but
they all are
interpreted
similarly to the
interpretation of
the Pearson r
coefficient.

The value of the
Pearson r statistic
varies from —1 to
+1, which means



that it can be: —1,
a negative
decimal, 0, a
positive decimal,
or +1. The sign
indicates whether
the two variables
have a positive or
negative
relationship; if
positive, they
move in the same
direction; if
negative, they



move in opposite
directions. The
closer the value is
to -1 or +1, the
stronger the
relationship
between the two
variables. Zero
means the two
variables are
completely
independent of
one another, and
a value close to 0



(e.g., +0.2)
indicates a very
weak relationship.
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Perspectives
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To illustrate
relationship in the
concrete, a
hypothetical study
(Box 6-1) and five
possible data sets
for the study are
presented in the
following figures
(Figures 6-1
through 6-5). Each
data set is
accompanied by a
scatter plot for the



data, the Pearson
r coefficient for
the data, and
explanations about
what these two
analytical tools tell
us. The samples
in the data sets
were limited to
five scores to
make it easier to
see the
relationship
between the two



variables, although
a real study would
not have as few
as five cases. If
you are not up to
speed regarding
scatter plots, also
called scatter
diagrams, you
should go back
and read about
them in your
statistics
reference text.



You will not see
many scatter plots
in journal reports
because they take
up too much
room, but they are
helpful in
identifying trends
in data.



Dataset!  Person  HopeScore  Adaplation Score

1 1 2
2 2 4
3 3 b
4 4 8
5 5 10
12
10+ 0
8 8
=
<5 ;
a
g
4 '
24 '
0 — T T T




Figure 6-1
Hypothetical
Data Set 1

Note that for each
increase of 1 point in
hope scores, there is
a 2-point increase in
the adaptation scores.
If you know a
person’s hope score,
you can accurately
predict that person’s

adaptation score;



similarly if you know
the person’s
adaptation score, you
can accurately predict
his or her hope score.
When two variables
change in lockstep
with one another, we
say that they have a
perfect positive
correlation. There is
nothing magical about
the 1-point-hope

score to 2-point-



adaptation score
relationship. It could
just as easily be that a
1-point change in
hope is related to a 4-
point change in
adaptation; it depends
on the scales used to
measure the two

variables.

Note that scatter plots
provide the same
information as the

data set table. Each



point on the scatter
plot represents one
score. For example,
the person who
scored 10 on hope
scored 20 on
adaptation and has a
point on the scatter
plot as does the
person who scored 40
on hope and 80 on
adaptation. Because
the relationship
between the two



variables is in
lockstep, a line drawn
between all the data
points is a straight

line.

The Pearson r statistic
for this data setis r =
+1, which indicates a
perfect positive
relationship. The two
variables move in
lockstep with one

another with high



scores on one being
paired with high
scores on the other
and low scores on
one being paired with
low scores on the
other. The Pearson r
statistic has possible
values between +1

and —1.
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Figure 6-2
Hypothetical
Data Set 2

Note that for each
increase of 1-point in
hope score there is a
2-point decrease in
adaptation score. Just
as in data set 1, if you
know a person'’s hope
score, you can
accurately predict that

person’s adaptation



score; similarly if you
know the person’s
adaptation score, you
can accurately predict
his or her hope score.
However, instead of
moving in the same
direction as they did
in data set 1, they
move in the opposite
direction. The
variables in this data
set have a perfect

negative relationship:



As one variable goes
up, the other goes
down in lockstep a
specific amount.
Again, a line drawn
between all the data
points is a straight
line. The Pearson r-
value for this data set
is r = -1, indicating a
perfect negative

relationship.
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Figure 6-3
Hypothetical
Data Set 3

Note that an increase
in hope is roughly
related to an increase
in adaptation. The two
variables are strongly
but not perfectly
correlated. If you
know a person’s

score on one variable,



you can make a pretty
good estimate of the
person’s score on the

other variable.

Atrend in the data is
quite obvious, but all
the data points are not
in a straight line. If a
straight line were
drawn through the
middle of the data,
three data points
would be on or very

close to that line and



two would be a bit
farther away. The line
is called the trend line
and represents the
middle of the data.
Take a straight edge
and add a trend line to

this graph.

The Pearson r
coefficient for this
data set is +0.93,
which is a strong,

positive correlation.
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Figure 6-4
Hypothetical
Data Set 4

There is a bit of a
linear trend in the
relationship between
hope and adaptation;
as hope scores go up,
there is a bit of a
trend for the
adaptation score to go

up, but the



relationship is weak.
Any effort to base one
score on the other
score would have a
low likelihood of being

accurate.

A trend line drawn
through the middle of
the data would show
that three data points
are on or close to the
trend line, but two are
quite far from it. Thus,

there is a trend, but a



weak one. The
Pearson r coefficient
for this data set is
+0.30, indicating a
moderately weak

positive correlation.



Dataset5  Person  HopeScore  Adaptation Score
1 1 1
2 2 3
3 ] 10
4 4 5
5 5 6
12
104 8
=k
<
g
<) "
4
2 T T T
0 2 3 5 6



Figure 6-5
Hypothetical
Data Set 5

In this data set, there
is no relationship
between the hope
score and the
adaptation score; the
two scores are
independent of one
another. Knowing one

score will not enable



you to predict the
other one. All data
points are quite far
from a trend line
drawn through the
data. The Pearson r
coefficient for this
data set is O,
indicating no
relationship between

the two variables.



Figure 6-6
Example of




Outlier

The Pearson r for this
data set is 0.50,
indicating a modest
association. The
outlier has lowered an
otherwise high
Pearson r-value. It
pulls the r statistic
down a lot because
the data set is so

small.



Figure 6-7 r2

r?2 indicates the
amount of variability in

each variable that is



explained by the other
variable. The rest is
explained by other,
often unknown,

influences.

BOX 6-1
Hypothetical
Correlational

Study
STUDY

PURPOSE:
To
examine




the
relationship
between
hope and
adaptation
in persons
who have
had
multiple
sclerosis
for at
least 3
years.




MEASUREMENT:
On two
short
questionnaires,
total hope
scores

can range
from 0 to
5. Ascore
of 0 = no
hope and
5=an
abundance
of hope;




and total
adaptation
scores
can range
from 0 to
10, with 0
= not able
to
function
independently
in daily life
and 10 =
functioning
without




problems.
Note that
both
variables
are scored
on
continuous
scales;
this is a
key
requirement
for using
the
Pearson r




correlation
coefficient
to portray
the
relationship
between
the two
variables.
If one
variable is
continuous
(e.g.,
adaptation)
but the




other is
categorical
(e.g.,
gender),
the
Pearsonr
statistic
could not
be used.

SAMPLE:
Five
persons




RESULTS:
Several
possible
sets of
scores are
presented
in Figures
6-1
through 6-
6. To
make the
relationship
between
the




variables
stand out,
the hope
scores are
the same
from data
set to data
set, but
the
adaptation
scores are
different.




Perfect
correlations are,
of course, a rare
happening in the
real world where
variation and
multiple influences
are characteristic
of reality,
especially in the
social,
psychological, and
behavioral realms.
Instead, weak,



moderate, and
moderately strong
correlations occur
more often. These
kinds of
relationships are
illustrated in the
next three
hypothetical data
sets (Figures 6-3,
6-4, and 6-5).

In summary, a
correlation



coefficient
indicates the
direction (positive
or negative) and
strength (perfect,
strong, moderate,
weak, or none) of
a relationship.

“There is
zero
correlation
between
IQ and




emotional
empathy .
.. They’re
controlled
by
different
parts of
the brain.”

—Daniel
Goleman,
author of
Emotional
Intelligence




Caveat

Again, a strong
relationship
between two
variables says
nothing about the
underlying
dynamic that
produces the
relationship. Even
a very high
correlation (near —
1 or +1) does not
mean there is a



cause-and-effect
relationship
between the
variables. High
correlation only
conveys that there
is a pattern in the
relationship
between the two
variables. The
relationship
between the two
variables could be
much more



complex than
straightforward
cause and effect.

For instance, look
at Figure 6-3
again. At first
glance, the scatter
plot and the
Pearson r of 0.93
may seem to
suggest that level
of hope
determines level



of adaptation.
However, identical
data could be
found if the
reverse were true;
that is, successful
adaptation
generates hope.
Another possibility
is that the
relationship
between the two
variables is not a
direct one. There



could be another
lurking variable in
the background
that has a strong
effect on both
hope and
adaptation and
causes them to
move in concert
with one another;
that lurking
variable could be
something like
prognosis or



response to
treatment. In any
of the three
dynamics just set
forth, the data and
the Pearson r-
value could be the
same as in Figure
6-3. The point is
this: Correlation
sheds no light on
the dynamic
underlying the
relationship—even



when one
precedes the
other in time.
Correlation
analysis only
detects a
relationship. The
dynamics of that
relationship need
to be ferreted out
by further
research using
other research
designs or justified



by other
knowledge about
the two
phenomena.

Correlation
# Cause

When the
relationship
between ratings of
perceived exertion
and heart rates of



young African
Americans was
studied in treadmill
tests (Karavatas
& Tavakol, 2005),
the overall
Pearson r was
0.58. The authors
interpreted this
result as a
moderately strong
relationship in
which heart rate
influences



perceived
exertion. This
directional
interpretation was
justified by
physiological
knowledge, not by
the statistical
result itself.

Outliers
When looking at

scatter plots, the
researcher looks



for outliers, which
are cases that
have very atypical
pairings of scores.
An outlier’s data
point will lie very
far from the trend
line. Importantly,
with small sample
sizes, a single
outlier can lower
the Pearson r
considerably.
Consider the



scatter plot in
Figure 6-6. Note
that most of the
scores lie close to
the positive
correlation trend
line, except for the
person who
scored 40 on
hope and 10 on
adaptation. This
person’s data is
an outlier because
it is very different



from the other
scores. The
Pearson r for this
data set is 0.50,
which is a medium
correlation.
However, when
this outlier is
removed,
reanalysis
produces a
Pearson r of 0.98
for the other four
scores. The



Pearson r
calculated with the
outlier left inis
greatly influenced
because the
sample size is so
small; still, studies
with larger sample
sizes can be
moderately
influenced by a
single outlier.



An outlier can
either understate
or exaggerate the
strength of the
relationship
between the two
variables,
depending on the
values that make
up the outlier.
Removing an
outlier or even
several in a data
set can uncover a



trend that would
be less clear if the
outliers were left
in. When
researchers
remove data for
an analysis, they
should do so with
good rationale,
and they should
acknowledge that
they did so.
Removing data
could be a form of



bias, particularly
when the study
has a small
sample size.
Sometimes, a
researcher will
examine outlier
cases in great
depth because
doing so can yield
valuable insights
that set the
agenda for future
research.



Practical
Perspectives

on r-Value
Even though an r

of 1.00 indicates a
perfect positive
relationship
between hope and
adaptation in
which the
variables move in
lockstep with one
another, an r-value
of 0.70 does not



mean that 70% of
the values of hope
move in lockstep
with adaptation;
rather the r-value
indicates the
relative strength of
the relationship on

a scale from -1 to
+1.

Huck (2011)
points out that r
exaggerates how



strong the
relationship really
is between two
variables. A more
realistic and
practical
perspective is
gained by
squaring the value
of r to produce r?,
which is called the
coefficient of
determination.
The r2 value



indicates the
percentage of
variation in hope
that is related to
adaptation and the
percentage of
variation in
adaptation that is
related to hope
(see Figure 6-7).
When an r of 0.70
is squared,
yielding an r? of
0.49, this tells us



that about half the
variation in hope is
related to
adaptation, and
half of the
variation in
adaptation is
related to hope.
The other 51% of
both variables is
attributable to
other, often
unknown,
influences. In



short, r2 provides
a more practical
sense of the
strength of the
relationship
between the two
variables than r
itself does.

Correlational
Design
Bivariate
Analysis



The most
straightforward
correlational
design is when the
relationship
between two or
more variables is
studied in a
sample of people.
The researcher
measures the
participants on
each of the
variables of



interest using
instruments that
have been
established as
reliable and valid
with the population
under study. No
attempt is made
to control or
manipulate the
situation. As with
descriptive
studies, good data
are key to a good



study; thus most
researchers
report information
about the
reliability and
validity of the
instruments they
use. Analysis of
the data consists
of running
correlational tests
to determine if
and how the
variables are



related. In basic
correlational
studies, the
analysis consists
of measuring the
strength of the
association
between various
combinations of
two variables,
which is called
bivariate
correlation. If
there are three



variables in the
study, A, B, and
C, bivariate
analysis could be
run on the
relationship
between A and B,
Aand C, and B
and C, thus
producing three
correlation
coefficients.



Some of the
variables included
in a study come
from the hunches
of clinicians
practicing in the
area; others come
from theory or
related academic
work. Often,
researchers
conduct
correlational
studies to explore



clinical issues that
are murky, such
as:

= What factors
influence
young
women'’s
positive
adaptation to
having human
papilloma virus
(HPV)?



= What factors
influence a
double
amputee’s
motivation in
rehabilitation?

Correlational
studies help
identify promising
ideas for future
research,
whereas others
may demote ideas



that did not hold
up.

Although
correlational
studies cannot by
themselves
establish a
connection
between cause
and effect, there
are times when
results from
correlational



studies make a
strong case for
cause and effect.
This would be the
case when
experimental
design cannot be
used, such as
studying the
possible
relationship
between maternal
gum disease and
infant preterm low



birth weight.
Researchers
cannot randomly
assign mothers to
have gum disease
prior to or during
pregnancy.
Moreover, if a
study found a high
correlation
between gum
disease and low
birth weight, it is
possible that a



third factor may
have influenced
the development
of both conditions
—such as poor
diet, smoking, or
alcohol
consumption. It
would also be
prudent to keep in
mind that most
health conditions
are not caused by
a single



determinant and
that several
determinants often
interact with each
other to cause a
condition. To make
a claim that
maternal gum
disease causes
infant low birth
weight would
require cohort
studies and a
credible theory



regarding the
causative
mechanism—but a
correlational study
could be a starting
point for
examining the
issue. Cohort
studies are
examined in
Chapter 8.

Generalizing
to a



Population
Researchers can
go beyond
statistically
estimating the
relationship that
exists among the
variables in the
sample studied to
educated guesses
about whether the
relationships will
also be found in a
population with a



similar profile. The
statistical analysis
that analyzes each
bivariate
relationship, in
addition to
producing an r
statistic, also
produces a data-
based p-value. If
this p-value is less
than the preset,
critical p-value
(i.e., it is



significant), this
indicates that the
correlation in the
population is not
zero. Importantly,
it does not
indicate that the
correlation
between the two
variables in the
population is of
the same strength
as was found in
the sample. Nor



does it indicate
that the
relationship is
particularly strong.
It just signals that
the two variables
are related to
some degree
(positively or
negatively
depending on the
sign of r) in the
population. If the
data-based p-



value produced by
the analysis is
greater than the
critical p-level
(i.e., not
significant), it is
likely that the
correlation
between the two
variables in the
population is zero.
See Figure 6-8.
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Figure 6-8
Interpretation of
p-Values
Associated with
Pearson r



Further
explanation of p-
value
interpretation is
provided in the
Profile &
Commentary on
the exemplar
article of this
chapter. Seeing it
in context may
make it clearer to
you.



More
Complex
Designs

So far, this
chapter has
focused on the
simplest type of
correlational
study, but there
are more powerful
ones. Complex
correlational
designs collect
data on quite a



few variables to
determine the
combination of
variables that best
predict the level of
an outcome
variable of
interest. One such
design uses
multiple
regression
analysis to
determine which
set of predictor



variables best
predicts the level
of an outcome
variable. Using a
statistical
program,
predictor variable
values are entered
into the analysis
one at a time until
the combination of
variables that best
predicts levels of
the outcome



variable is found.
The amount of
variability among
the scores of the
outcome variable
explained by the
best set of
predictor variables
is quantified as
the R? statistic.

For example, a
study examined
five variables that



might predict
functional
recovery after a
stroke (Hinkle,
2006). The
Functional
Independence
Measure, which
produces a
functional score,
was used to
measure recovery.
The major finding
was that the



predictor variables
of age, cognitive
status, and initial
function had the
highest
correlations with
recovery and
were the best set
of predictors of
the level of motor
recovery. R2 =
42%, meaning
that together
these three



variables
predicted 42% of
the variability in
functional
recovery. Adding
the other two
predictor
variables, lesion
volume and motor
strength, to the
analysis did not
increase the R2.

Outcome



Prediction
Other studies use
predictor variables
to distinguish
between the
prevalence of
categorical
outcomes (e.qg.,
quit smoking/did
not quit smoking;
occurrence/nonoccurrence);
a widely used
statistical
technique for this



purpose is logistic
regression.
Whereas multiple
regression is used
when the outcome
variable is a
continuous one,
logistic regression
is used when the
outcome variable
is categorical. The
results are
reported using a



measure called
odds ratio.

An odds ratio
(OR) compares
the likelihood of
two or more
predictor groups
being in the same
outcome group.
For example, it
could be used to
quantify the
chances of



women being
admitted to
graduate school to
the chances of
men being
admitted. Women
and men are the
two groups of the
predictor variable
gender and being
admitted and not
being admitted
are the two
groups of the



outcome variable
graduate school
admission. Using
admission as the
base outcome, an
odds ratio of 1 or
near 1 indicates
that women and
men have the
same likelihood of
being admitted.
Using men as the
base group and
women as the



comparison group
(feminist alert: this
analysis could be
done in reverse
with women as
the base group),
an odds ratio of 2
indicates that
women have twice
the likelihood of
being admitted as
men do. An odds
ratio of 0.33
would indicate that



women are one-
third as likely to
be admitted as
men. Importantly,
this OR does not
mean women
have a 33%
admission rate;
rather it is a
likelihood of
admission relative
fo the base group
admission rate.
OR = 0.33 could



also be
interpreted to
mean that women
have 67% less
likelihood of being
admitted as men.
Is this difficult to
get a handle on?
That’s
understandable.
Perhaps another
example will help.



In a study of
patient,
environmental,
and workforce
factors that could
contribute to
patient falls during
hospitalization,
logistic regression
was used to
determine the
factors that
predicted the
probability of a



patient fall (Cox
et al., 2015). So,
fall/didn’t fall are
the groups of the
outcome variable
—fall being the
base outcome of
the analyses.
Many predictor
variables were
analyzed but only
eight of them
were significant
predictors of falls.



To consider just
two of their eight
odds ratios:

= Having
narcotics or
sedatives
prescribed had
an odds ratio
of 16.64 (OR
= 16.64) for a
fall, which
indicates that
patients



prescribed
narcotics or
sedatives were
16 times more
likely to fall
than patients
who were not
prescribed
these
medications.
Having a fall
prevention
strategy in
place had an



OR=0.128
for a fall, which
indicates that
persons for
whom a fall
prevention
strategy was
in place had
just a 13%
likelihood of
falling as
persons who
did not have
such a



protocol in
place. An OR
= 0.128 could
also be
interpreted as
persons for
whom a fall
prevention
strategy was
in place had an
87% reduction
in the likelihood
of a fall
compared to



the likelihood
of a fall for
persons who
did not have
such a
protocol in
place.

Probahilty of occurrence in group A
0dds ratio = / s

Probabiliy of occurrence n group B

Studies using
logistic regression



as the main
method of
analysis are
appearing with
increased
frequency.
Because this is a
basic text, an
exemplar using it
will not be
included, but for
those readers
who anticipate
getting involved in



evidence-based
practice in some
way, it is essential
knowledge. | refer
you to a more
advanced
research methods
book, a statistics
book, or a
website article.
One of the
clearest
explanations |
have found is in



Statistical
Methods for
Healthcare
Research
(Munro, 2005).
Also, several
studies using
multiple
regression and
logistic regression
are posted on this
text’s student
website.



In sum, multiple
regression
analysis and
logistic regression
are advanced
forms of
correlation in
which the
relationships
among sets of
predictor variables
and an outcome
variable are
examined.



However, the
exemplar study
you will be reading
is a basic
correlational study
examining
bivariate
relationships.

Graveh,
L.J.,
Grant,




J. S,
Vance,
D.E.,
Pryor,
E.R,,
Grubbs,
L., &
Karioth,

S.

(2014).
Factors
associated
with
depressive




symptoms
in
patient
with
heart
failure.
Home
Healthcare
Nurse,
32(9)
550—
555.
Abstract




Home
healthcare
clinicians
commonly
provide
care for
individuals
with heart
failure
(HF).
Certain
factors
may
influence




the
development
of
depressive
symptoms
in those
with HF.
This cross-
sectional,
descriptive,
correlational
pilot study
(N =50)
examined




interrelationshi
among HF
symptoms,
social
support
(actual and
perceived),
social
problem-
solving,
and
depressive
symptoms.
Findings




indicated
that
increased
HF
symptoms
were
related to
more
depressive
symptoms,
whereas
higher
levels of
social




support
were
related to
fewer
depressive
symptoms.
The use of
more
maladaptive
problem-
solving
strategies
was also
associated




with more
depressive
symptoms.
Study
results
have
implications
for home
healthcare
clinicians
providing
care for
individuals
with HF,




indicating a
need for
programs
that
strengthen
coping
skills and
resources
(i.e., social
support
and
problem
solving) in
an effort to




decrease

the risk of
developing
depressive
symptomatology.

Profile
&
Commentary

?

| WHY
STUDY

PURPOSE



This study
aimed to
explore the
relationships
among
social
networks,
problem-
solving
strategies,
and
depressive
symptoms
in persons



who have
congestive
heart
failure
(HF). Note
that it is a
pilot study
for a larger
study that
would
explore
these
relationships
in a more



complex
way
(Graven et
al., 2015).
The study
was
preapproved
by three
ethics
review
boards
because
the
participants



were
recruited
across
several
settings.

METHODS
Study
Design

The

authors



describe
this study
as “cross-
sectional,
descriptive,
correlational
design” (p.
551).
Cross-
sectional
means that
data was
collected
once; no



attempt
was made
to study the
issue over
time. The
study is
descriptive
because
variables
were not
divided into
predictor
variables
and



outcome
variables,
and no
attempt
was made
to
determine
how the
social and
problem-
solving
variables
work
together to



predict
depressive
symptoms.
Rather the
bivariate
relationships
between
the study
variables
were the
focus.

Sample



The sample
was
composed
of 50
persons
from three
outpatient
clinics in
northwest
Florida.
Potential
participants
were first
contacted



at home via
telephone
to obtain
consent to
participate,
and
completed
four
questionnaires
when they
came for
their clinic
visits. Thus,
they were



persons
who were
readily
accessible
to the
researchers,
i.e., a
convenience
sample; no
attempt
was made
to randomly
select them
from a



larger
population.
As a result,
the
confidence
with which
one can
generalize
the results
of this
study to a
larger
population
is limited.



Still, it
provides
insights
that might
be useful
when giving
care to
patients
with HF.

ASSUMED
POPULATION:
Outpatients
with




heart
failure

SAMPLE:
50
patients

from
3
outpatient
clinics
in
northwest
Florida




PROJECTED
POPULATION:

Mostly
male,
white,

educate

above
high
school
level,
with
annual
income
below

d

'Y




$50,000,
and
low
levels
of
symptoms

Measurement
The report

provides
quite a bit
of
information



about these
instruments
to assure
the readers
of their
reliability
and validity.
Of note is
that most
of the
questionnaires
have been
used
previously



and their
reliability
and validity
have been
established.
This is
what the
authors
mean,
when, in
the
paragraph
about the
social



problem
solving
instrument,
they say,
“Empirical
evidence
supports
psychometric
properties
of the
SPSI-R:S”
(p. 552)
and provide
a



reference.
For the

other
instruments,
information

is provided
about how
well the
questions/items
hang
together,

l.e., the
internal
consistency



of the
questionnaire,
in the form
of factor
analysis
and
Cronbach’s
alpha.
Although
you might
not know
anything
about
factor



analysis
and
Cronbach’s
alpha, you
should be
reassured
by the fact
the
instruments
have been
evaluated
by these
analyses. A
brief



comment
about
Cronbach’s
alpha: a
value
above 0.80
would
indicate
that
together
the items
capture the
physical
symptoms



of HF; a
Cronbach’s
alpha
below 0.7
introduces
concern
that some
items of the
instrument
are not
focused on
the same
concept as
the others.



So,
Cronbach’s
alphas in
the 0.90s
indicate
that the
items are
working
together to
measure
different
aspects of
the same
thing—in



this study:
physical
symptoms
of HF.

Beyond the
data
regarding
the quality
of
instruments,
you should
take note
of the



possible
range of
scores and
what a high
score and
a low score
indicate.
Unfortunately,
in this
report, the
possible
range of
scores for
each



questionnaire
is not
provided,
rather the
actual
range of
scores
obtained in
this study is
provided in
Table 1, p.
553.
However, in
the report



we learn
that for all
questionnaires,
high scores
indicate
greater
presence
of the
attribute
being
measured.
Do be
aware that
is not



always the
case. For
instance, in
a study of
fatigue in
HF
patients, a
lower score
on the
Quality of
Life
questionnaire
indicated a
better



quality of

life
(Evangelista
et al.,

2008).

Analysis
Descriptive
statistics,
Pearson r
coefficients,
and critical
p-levels of
0.05 were



used for
the
analysis.

-

RESULTS
Sample
First, the
characteristics
of the

sample and
the scores



on the
questionnaires
are
reported in
Table 1.
Note that
this sample
is mostly
male,
white, well
educated,
and of
modest
income. On



average,
symptoms
of HF were
present at
a fairly low
level, as
were
depressive
symptoms;
“A cutoff of
16
indicates
[the level
above



which] an
individual is
at risk for
some
degree of
depressive
symptoms”
(p. 552).

Associations
Then

comes the
correlational
part of the



results, i.e.,
the
bivariate
analyses,
which are
presented
in table
form
(called a
correlation
matrix) and
discussed
in the text
narrative.



In Table 2,
the
variables
are listed
across the
top of the
matrix and
down the
left site.
The
number in
the cell at
each cross
point of



column and
row is the
Pearson r
statistic for
those two
variables.
Fifteen
bivariate
associations
were
measured.
Note the
bottom
row, which



shows that
the
depressive
symptoms
variable
has
moderate
correlations
with all the
other
variables.
The highest
association
is with HF



symptoms
(r=0.627),
which
indicates
that
persons
who had
high HF
symptom
scores
tended to
have high
depressive
scores.



The lowest
Pearson r
in that row
is a with
adaptive
problem
solving (r =
—0.343),
indicating
that
adaptive
problem
solving and
depressive



symptoms
are
inversely
associated.
Several of
the scores
in the
matrix are
also
inversely
related.
That is to
be
expected of



some
combination
of variables
such as
depression
and social
support.
The high
positive
correlation
between
social
network
and social



support is
to be
expected
as the two
concepts
are
inherently
very closely
related;
therefore it
is a “knew
that” result.



In the text,
the authors
commented
on several
of the
associations.
To gain
further
perspectives
on the
results, |
would
suggest
calculating



coefficients
of
correlation,
i.e., r2 for
each r of
interest. To
take just
one
Pearson r,
the one for
depressive
symptoms
and
maladaptive



problem
solving, the
r of 0.549
translates
to an r? of

0.30. That
means that
about 30%
of the
variability in
depressive
symptom
scores is
explained



by its
association
with
maladaptive
problem
solving
scores and
vice versa.
Thus,
maladaptive
problem
solving and
depressive
symptomatology



are
associated
at a
modest
level, but
other
factors
determine
70% of
each. Chief
among
these other
factors
contributing



to
depressive
symptoms
is HF
symptoms;
we know
this
because of
the high
correlation
between
depressive
symptoms
and HD



symptoms.

Don’t
Assume

Unidirectionality
The

tendency is
to first think
that
maladaptive
problem
solving
contributes
to



depressive
symptomatology,
but thinking
further, you
can

imagine
how
depressive
symptoms
could
contribute
to
maladaptive
problem



solving.
The same
could be
said for the
negative
relationship
between
social
support
and
depressive
symptoms.
Yes,
people with



more social
support
would be
expected to
have fewer
depressive
symptoms
than people
with less
social
support.
However, it
may also
be that



persons
who are
depressed
reach out
less for
social
support
than people
who are
less
depressed
do. | would
have
preferred



the authors
to consider
these
bidirectional
possibilities
more than
they did.
Nevertheless,
these
results
exemplify
how
correlational
research



uncovers
interesting
associations
that point
the way to
future
studies that
examine

one or
several of
the
associations
more
definitively.



Inference
from
Sample
to
Population
Now, let’s
consider

the

symbols on
the
correlational
matrix of
Table 2.

The



authors ran
tests of
significance
onthe r
statistics.
The 1+ and
T symbols
indicate the
levels at
which the
data-based
p-values
were
significant.



Remember
p-values in
the context
of
correlation
statistics
indicate
whether or
not the
correlation
is likely to
be zero in a
larger
population.



Based on
the
symbols,
there are
eight
correlations
about
which we
can have
confidence
that they
are not just
chance
correlations;



that is to
say that for
these eight
combinations
of two
variables,
some level
of
correlation
is likely to
exist in the
larger
population
of similar



persons.
The data-
based p-
value for
six of the
correlation
statistics
were
significant
at the <
0.01 level
and two
were
significant



at the >
0.01 level,
but not at
the < 0.05
level.
Therefore
all eight
combinations
of variables
are likely to
have some
correlation
in the



larger
population.

Limitations
Finally, the
authors
acknowledged
the

limitations

of their

study. The
sample

profile has
been



discussed,
but the
researchers’
acknowledgment
of the risk
of type 1
error is
worthy of
explanation.
Whenever

a large
number of
statistical
tests are



runina
study, there
is an
increased
chance that
one or
more of
them will
be
statistically
significant
just by
chance
(Huck,



2011). To
avoid
accepting a
correlation
result as
being likely
in the
population
when it is
actually just
a chance
resulting
from
multiple



statistical
tests being
run, some
experts
advise that
the critical
p-level
required for
each
statistical
be
lowered,
i.e., made
more



demanding.
That is
often done
using a
procedure
called
Bonferroni
correction.
The amount
of
correction
depends on
the number
of



statistical
tests run.

In this
study, 15
correlation
statistics
were run,
so applying
the
Bonferroni
correction,
the critical
p-level



would be
changed
from 0.05
to 0.003
(0.05 +
15). Thus,
the data-
based p-
value
produced
by each
bivariate
statistical
test would



be
considered
to indicate
an
association
in the
population
only if it
were 0.003
or lower;
this is much
more
demanding
than a



critical p of
< 0.05 or
even <
0.01. We
don’t know
if any of the
bivariate
associations
that
achieved
significance
at the 0.01
level would
have



achieved
significance
after
Bonferroni
correction.
Although
the authors
of this
study did
not do this
correction,
they are to
be
commended



for calling
our
attention to
the
possibility
that any of
these
correlations
could
actually be
zero in the
population
(type 1
error)



because of
the large
number of
correlation
statistics
that were
calculated.
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CHAPTER
SEVEN:
Experimental

Research
Chapter Map



This is a very long
chapter; therefore
it is divided into
two main sections.
The first section
focuses on the
methods used to
conduct
experimental
studies testing
the effectiveness
of nursing
interventions.
The second



section delves into
the ways results
of experimental
studies are
reported.

In the first section,
the
methodological
characteristics of
experimental
studies are
explained,
followed by reprint



of the exemplar
study article in full.
You should read
only the
Introduction and
Material and
Methods sections
of the exemplar
study, then read
the Profile &
Commentary
about its methods.
The second
section opens with



an explanation of
the results of
experimental
studies. After
reading that, you
should read the
Results section of
the exemplar
study and then the
Profile &
Commentary
about its results.
In other words,
rather than ingest



the whole
research article at
once, you will first
consider the why
and the how. Then
you will delve into
the what. When
you see the
amount of
information in this
chapter, you will
understand why it
is divided into two
portions.



The explanations
in this chapter will
be limited to the
classic two-group
experiment, which
is widely used in
nursing research.
Although in the
future you will
undoubtedly read
three-group
experimental
studies, you
should be able to



understand them
using what you
know about two-
group studies and
reference to your
statistics book.
Other
experimental
designs that are
used less often
are not addressed
in this text.



The classic
experimental
study discussed in
this chapter is
also referred to in
healthcare
research as a
randomized
clinical trial
(RCT). Having
said that, some
people view an
RCT more
narrowly—in



particular, as a
definitive, late-
stage test of an
intervention’s
effectiveness,
often in a large,
diverse sample
(Grove, Burns, &
Gray, 2013).

CHAPTER
LAYOUT
SECTION
1




Methods
explained

Exemplar
study:
Read
Introductign
and
Material
and
Methods
sections
only




Profile

&
Commenta
Why

and

How

SECTION
2

Results
explained

Exemplar
study:




Read
Results
and
Discussion
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Section 1:
Experimental



Methods

Determining the
effectiveness of
nursing
interventions and
treatments
requires carefully
designed studies.
Assembling a
group of willing
participants and
measuring them
on a physiologic
condition,



psychological
state, or
knowledge level
before and after
receiving the
intervention of
interest is
considered a
weak design
(Kerlinger & Lee,
2000). It is weak
because if an
improvement is
found, the



researcher cannot
claim with
certainty that the
intervention
produced the
improvement.
Natural recovery,
natural fluctuations
in condition, or
influences in the
environment may
have caused the
observed
improvements.



Adding a control
group that is also
measured before
and after allows
these extraneous
influences to be
taken into
account.

Key Features
of
Experimental
Studies



When researchers
want to test the
effects of a
nursing
intervention on
patient outcomes,
the ideal research
design is an
experiment. A
sample is drawn
from a target
population, and
participants are
randomly



assigned to one of
two groups. One
group receives the
test intervention
and the other
group receives no
intervention or
another
intervention. At an
appropriate time
after the
intervention, the
researcher
measures an



outcome variable,
or several, in both
groups to
determine whether
one group did
better than the
other (see Figure
7-1). In designing
an experimental
study, the
researcher tries to
create conditions
in which all
influences on the



outcome of
interest, other
than the effects of
the different
interventions, are
the same for both
groups. This
sameness is
necessary to be
certain that any
difference found in
the outcomes of
the two groups
can be attributed



to the fact that
they received
different
interventions, not
to some other
influence.

assgnment
{0 reatment
(roup

Random <In1ervennonA e |castrement outcomes

Infervention B > Measurement ouicomes

Figure 7-1
Classic 2-Group
Experimental
Study Sequence



The classic
experimental
study has six key
features:

1. Awell-
defined
target
population

2. Adequate
sample size

3. Random
assignment



of
participants
to
intervention
and
comparison
groups

. Control of

extraneous
influences
and bias

. Low level of

missing
data



6. Consistent
delivery of
interventions

These features
are key because
they (1) control
error, bias, and
unwanted
influences; and (2)
determine to
whom the results
will apply. In so
doing, they bolster



confidence in the
credibility and
applicability of the
findings.

Before explaining
each of these key
features, let’s
consider some of
the terminology
used in reports of
experimental
studies. The new
intervention



(frequently the
intervention of
greatest interest)
may be called the
experimental
intervention or
test intervention;
however, the
terms
experimental
treatment and
independent
variable are also
used. When



referring to both
interventions, the
terms
interventions and
treatment groups
may be used. The
researcher’s
control over the
design and
delivery of the
interventions may
be referred to as
manipulation of
the intervention. |



will use all these
terms to help you
get accustomed to
them.

RESEARCH
LINGO:
Intervention
Treatment
Independent
variable




Well-Defined
Target

Population
When researchers

first think about
doing a study,
they have a target
population in mind.
As study design
proceeds, they
need to be very
clear about the
criteria that define
the target



population, and in
so doing they
produce a list of
inclusion criteria
(also called
eligibility criteria).
Commonly used
inclusion criteria
are age range,
gender, ethnic
group, medical
diagnosis, clinical
or functional
status, care



setting, and
geographical
location.
Sometimes, in
addition to
inclusion criteria,
the researcher will
also specify
exclusion criteria.
A common
exclusion criterion
in U.S. studies is
people who
cannot speak



English. Other
examples of
exclusions would
be persons with
physical conditions
that would make it
inadvisable for
them to receive
the intervention or
to participate in
the requirements
of the study. (See
example in text
box.)



In a study
testing the
effects of
music on
postoperative
pain relief
after
open-
heart
surgery
during
chair rest
on the
first




postoperative
day (Shu,
2010), the
following
eligibility
criteria

were

used:

1. First
postoperative
day
after
an




. Stable

. Absencg

open-
heart
surgery.

conditio
and
oriented

of
hearing

n

W

impairment.

. Ability
to
follow




commatﬁds

and
underst
and
read
English,

Patients
with a
femoral
artery
sheath in
place after
surgery

and




were
excluded
because
6—8 hours’
bed rest is
necessary
to prevent
hemorrhage
after
removal.

Inclusion and
exclusion criteria



serve four

purposes.

1.

Define the
population

to whom

the findings
will be
generalizable.
|dentify
characteristics
that must

be present
for a



person to
be included
in the
sample.

. Control

variables
that will
distort the
results.

. Make it

feasible to
actually
conduct the
study.



When it is known
in advance that a
particular patient
characteristic has
a strong influence
on the outcomes
of interest and
that characteristic
is not of interest in
the study, the
researcher may
decide to remove
its influence
completely. This is



done even though
random sampling
would even out
the variable’s
influence across
the two groups,
because removing
it all together
allows the effect
of the treatment
being tested to
stand out. One
way to remove a
very strong patient



characteristic
influence that is
not of interest in
the study is to
include in the
study only
persons who do
not have that
characteristic.

To illustrate: If a
study of persons
with mild

congestive heart



failure examines
the effects of two
rehabilitation
approaches on the
distance they can
walk in 6 minutes
without stopping
to catch their
breath or rest, the
researcher might
exclude persons
whose walking is
affected by
conditions other



than their cardiac
conditioning. This
could be done by
excluding all
persons with
preexisting
physical
disabilities that
affect mobility,
such as stroke,
severe hip and
knee arthritis,
peripheral arterial
disease,



Parkinson’s
disease, lower
extremity
amputation, and
neurological
disease. From the
research point of
view, these
exclusions make
sense in that they
control extraneous
variables affecting
mobility and
thereby increase



the likelihood that
the analysis will
identify
differences in
walking outcomes
resulting from the
two different
rehab
approaches.
However, a long
list of exclusion
criteria can also
create problems in
finding eligible



participants for
the study.

From the clinical
perspective, many
persons who have
mild congestive
heart failure also
have arthritis and
other conditions
affecting mobility.
So, a study
conducted with
this many



exclusions would
apply only to a
very narrow
portion of the
patients clinicians
are likely to see,
and we would say
the study has
limited
generalizability in
real-world
practice. Thus,
researchers have
to use exclusion



criteria with
awareness
regarding how
they will affect the
clinical usefulness
of the findings.

Adequate
Sample Size
An experimental
study’s sample
size must be large
enough to
differentiate



between a true
difference and a
chance difference
in outcomes. A
true difference is
one that is large
enough that a
difference would
likely be found in
the population; it
is indicated by a
significant
statistical result
(that is a data



based p-value
less than the
specified decision
point p-level). A
chance
difference is one
that just happened
in the sample but
would probably
not be found in the
population.
Determining “large
enough” requires
taking the



following into
account:

1. The
expected
strength of
the
experimental
intervention’s
impact vis-
a-vis the
impact of
the
comparison



intervention.
The
strength of
the
intervention
is often
calculated
using the
smallest
difference
between
groups that
would be
considered



a clinically
meaningful
impact on
patient

outcomes.

. The amount

of score
dispersion
that has
been found
in prior
studies.

. The desired

level of



significance
(i.e., the p
value that

will be used
as a

decision

point for
statistical
significance).

These values are
entered into a
calculation called
a power



analysis, which
produces an
estimate of the
sample size
required. You do
not need to know
how to do a
power analysis,
but you should
know that doing a
power analysis is
the right way to
determine sample
size for



correlational and
experimental
studies (Grove,
Burns, & Gray,
2013).

Power analysis
should be done
when designing an
experimental
study to avoid
doing a study that
has a very low
capacity for



finding a
statistically
significant
difference in the
outcomes of the
two groups.
Insufficient sample
size weakens the
capacity of the
statistics used to
declare a
difference in the
outcomes of the
two groups as



significant. It is
like using a
microscope with
weak
magnification—
you know
something is there
but it's not clear
enough to know if
it is something
important or not.
Researchers use
the terms low
statistical power



and
underpowered to
refer to a study
with low capacity
to declare a
significant
difference in the
outcomes of the
two groups. A
common reason
for low statistical
power is small
sample size.



When there is
good reason to
expect that the
intervention will
have a very strong
impact on the
study outcomes,
the power
analysis usually
indicates that a
small sample size
will be adequate.
However, nursing
interventions



typically have
modest impacts.
The reality is that
many nursing
studies done with
30 persons in
each group that
find no statistically
significant
difference in the
outcomes of the
two groups would
find one had they
been done with 60



or 100 persons in
each group. If the
purpose of a
study is to
determine if one
intervention is
more effective
than another,
doing a study with
too small a
sample is a waste
of time, effort, and
resources on
everyone’s part



(Grove, Burns, &
Gray, 2013).

Random
Assignment
to Treatment

Groups
Random

assignment of
enrolled
participants to
treatment groups
is a defining
feature of



experimental
studies. It is
accomplished by
assigning each
person in the
sample to either
the experimental
group or to the
comparison group
based on chance
determination—
not on the basis of
patient preference
for one treatment



approach over the
other, on physician
request, or on the
convenience of the
research staff.
Chance
assignment
requires that each
participant have
an equal chance
of being assigned
to either group. A
flip of a coin is
one way of



randomly
assigning each
participant to one
of the two study
groups; more
commonly today a
computer-
generated list of
random numbers
is used to
determine each
person’s group
assignment.



The contribution of
random
assignment to
experimental
design is that it
controls
differences in
participant
characteristics by
distributing them
evenly across
both treatment
groups, thus
producing two



groups that are
similar before the
interventions are
given. Equivalent
groups at the start
are necessary in
experiments
because at the
end of the study
the researcher
wants to be
confident that the
results were not
influenced by



different group
compositions.
When random
assignment is not
used, the
possibility exists
that some
difference
between the two
groups that was
present prior to
giving the
interventions may
have produced the



difference found in
the outcomes.
This possibility
creates lack of
confidence that
any difference
found
postintervention
was a result of the
interventions they
received.

The larger the
sample size, the



greater the
chances are that
random
assignment will
create treatment
groups that are
equivalent at
baseline on
important
demographic and
clinical variables
(e.g., age, body
mass index,
disease severity).



Nevertheless,
even in large
studies,
researchers run
comparison
statistics on
important
demographic and
clinical variables
to make sure that
random
assignment
worked effectively.
A table profiling



the two groups
helps answer
questions such as:

= Did the groups
have similar
mean ages?

= Did the groups
have
approximately
equal
proportions of
men to
women?



= \Was the health
status of the
persons in
both groups
about the
same?

In short, random
assignment to
treatment groups,
sometimes
referred to as
randomization, is
the most powerful
way of ensuring



that the two
treatment groups
are similar at the
onset of the study;
it works by
evening out the
presence of
participant
characteristics
across both
groups.

However, not all
comparisons of



treatment
effectiveness can
use
randomization. It
may be ethically
or practically
impossible to
randomly assign
persons to
treatment groups.
For instance, a
comparison of the
patient outcomes
and costs



associated with
care of the frail
elderly at home
with support
services versus
nursing home
living cannot
create comparison
groups by random
assignment of
persons to a care
setting. The
decision regarding
how care will be



provided to a frail
elderly personis a
highly personal
one that hinges on
many patient,
family, and
community
factors. As a
result, the
research done on
this issue would
have to use a
cohort design



(described in
Chapter 8).

Do note that
random
assignment is
different from
random sampling.
Briefly, random
sampling is a way
of obtaining a
study sample that
is representative
of the target



population,
whereas random
assignment is a
way of
determining the
intervention each
study participant
will receive; what
they share in
common is the
use of chance to
control bias.
(Random sampling



was discussed in
Chapter 5.)

The important
point here is that
certain patient
characteristics
can influence the
outcomes being
studied and
thereby
complicate
comparing the
effects of the two



treatments.
Random
assignment
controls the
influence of
patient
characteristics by
ensuring that the
patient
characteristics are
present to the
same extent in
both treatment
groups.



Having said that
patient
characteristics
should be
approximately
equal in both
treatment groups,
it also should be
noted that there
are study designs
that analyze how
patient
characteristics
affect response to



the intervention.
These designs
(called factorial
designs) make
important
contributions to
clinical knowledge
because they
provide valuable
information about
persons with
whom the
intervention is very
effective,



moderately
effective, or not
effective. | will not
go there because
factorial designs
are complex and
describing them
here would lead
us astray.

Control of
Extraneous
Variables
and Bias



Even when patient
characteristics
that may have an
influence on the
outcome variable
have been
controlled through
random
assignment, they
are still exerting
their influence by
increasing the
variability in the
outcome data.



This variability
makes it more
difficult for any
difference in
outcomes
between the two
groups to be
detected. To
maximize
detection of the
relationship
between the
independent
variable and the



outcome variable,
a potential
extraneous
variable may be
eliminated
altogether by
exclusion criteria.
Thus, exclusion
and inclusion
criteria serve the
purpose of
controlling
extraneous
variables and



thereby giving
prominence to the
relationship
between the
independent and
dependent
variables of the
study.

Study activities
and the settings in
which the study is
conducted also
give rise to



extraneous
variables that
influence the
outcome variables
directly. Steps
must be taken to
control them
because they mix
with the situation
and make it
difficult to obtain a
clear
understanding of
the relationship



between the
interventions and
the outcomes.
These influences
can be persistent
across the study
setting or can
influence one
treatment group
more than the
other.

Sometimes the
setting is the



larger world of
current events.
For example, if
during the time a
study is being
conducted to
evaluate managing
arthritis pain with
the use of heat
and cold, a new
advertisement for
a jazzy new
whirlpool hits the
TV waves big



time, the
advertisement
could influence the
results. Some
persons in the
heat group might
be tempted to use
the whirlpool
instead of using
heat according to
the study protocol.
In addition, some
of those in the
cold group might



decide to abandon
cold treatment all
together. These
changes in
participant
compliance with
their assigned
treatment method
could result in
persons in the
treatment groups
actually using
different
treatments than



the study design
indicates they are
using. If the
researcher is
monitoring the
study setting
(immediate and
more global), he
may be able to
detect such an
extraneous
influence and take
steps to moderate
it or check out its



influence. To
control extraneous
variables
originating in the
study activities,
researchers
develop very
specific study
procedures or
protocols. In
advance of
starting the study,
they specify:



» Characteristics
of persons
who are
eligible for the
study

= How
participants
are to be
recruited

= How consent
to participate
in the study will
be obtained



= How
participants
will be
randomly
assigned to
treatment
groups

= The activities
that compose
each treatment

= The conditions
under which
the treatments



will be
delivered

= Training of
data collectors

= How and when
the outcomes
will be
measured

In studies where a
research assistant
observes and
rates participants’
responses, it is all
too easy for well-



intended data
collectors to
influence the
outcome
measurement
even when they
are trying to be
neutral. Blinding
the data collector
controls this
source of bias.
Blinding is
achieved by taking
steps to ensure



that the data
collectors do not
know which
intervention the
participant
received.
Obviously, blinding
is not always
possible. Consider
a study comparing
the effects of two
positioning
protocols on the
comfort level of



persons with
fractured hips
before they have
surgery. It is
almost impossible
to blind data
collectors as to
which intervention
the patient is
receiving because
the patient will be
in a position
associated with
one or the other of



the treatments
when the data
collectors obtain
the comfort
ratings.

Any important
extraneous
variable that is not
controlled,
eliminated, or
taken into account
statistically
becomes a



confounding
variable; this
means that its
presence affected
the variables
being studied so
that the results do
not reflect the
actual relationship
between the
variables under
investigation. In
other words, the
researcher failed



to recognize it and
it was operative
undetected in
what was being
studied.

Low Level of
Missing Data
Another potential
source of bias is
missing data, also
referred to as lost
to follow-up.
There are a



variety of reasons
for not having
complete data on
all participants
who were entered
into the study and
were randomized
to a treatment
group, including:

= Some
participants
dropped out of
the study (e.qg.,



moved from
the area, did
not want to
continue in the
study).

The condition
of some
participants
worsened so
that they could
not continue in
the study (e.qg.,
transferred to
ICU, too sick



to answer
questions).
Some
participants
were not
available for
measurement
of the outcome
variable at one
or several data
collection
times (e.qg.,
missed an
appointment,



could not
contribute a
specimen).
The data
collector failed
to obtain some
data (e.g., she
was sick, she
overlooked
something).
The burden of
participating in
the study was
too great.



Missing data is
obviously more of
a problem in
studies that collect
outcome data
over weeks,
months, or years
—in contrast to an
intervention being
delivered and the
outcomes
measured just
once shortly
thereafter.



Generally, the
reasons for
missing data and
the pattern of
missing data are
more important
than the amount,
although 20%
missing data is
clearly of more
concern than 2%
missing data.
Also, random
missing data is of



less concern than
is a pattern of
missing data
(Polit & Beck,
2014). Random
missing data
consists of values
missing here and
there equally
across both study
groups. A pattern
is present when
more data is
missing from one



group than from
the other, or when
more data is
missing from
participants with a
certain
characteristic,
such as the
youngest or the
oldest.

A high level or a
pattern of missing
data has the



potential to
change the results
of the study
because the
equivalency
between the
groups that was
created by
randomization is
altered; those who
dropped out might
have been
different from
those who stayed



inon an
unidentified
characteristic, and
that difference
might have an
association with
the outcomes
being studied
(Altman, 2009).
The actual effect
of a high level or
pattern of missing
data are
sometimes difficult



to determine. The
missing data can
make the
intervention look
more effective
than it was or
make it look less
effective than it
actually was,
depending on how
those who
dropped out are
different from
those who stayed



in the study and
how the different
characteristic is
associated with
the study
outcomes. A high
level or pattern of
missing data
leaves us
wondering: Would
the outcomes of
the study have
changed
significantly if all



persons had
completed the
study and
contributed data?

To illustrate the
previous
explanation of
missing data,
consider a
hypothetical
randomized study
evaluating the
effectiveness of a



smoking cessation
method: the study
had a larger
dropout rate in the
test intervention
group than in the
comparison group.
If only data from
those who stayed
in the study were
analyzed, the
results may have
been biased
because only the



people who found
the test
intervention
agreeable would
be included in the
analysis. This
would make the
test intervention
look better than it
would have been
had all the
persons
randomized to that
group contributed



outcome data.
The researcher of
such a study
should ask (1)
Why did so many
participants drop
out of the
intervention
group? (2) How
should | analyze
or interpret the
data to take this
into account?



Because loss to
follow-up is a
potential source of
bias in randomized
studies, the
CONSORT group
(Consolidated
Standards of
Reporting Trials),
a widely
recognized
organization
composed of
experts in clinical



trial methodology
and reporting,
addressed loss to
follow-up in its
guideline for
reporting of
randomized
clinical trials. It
recommends that
study reports
include a flow
chart displaying
numbers of study
participants from



enroliment through
data analysis, as
shown in Figure
7-2.
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Figure 7-2
CONSORT Flow
Diagram

Reproduced from
CONSORT. (2010).

The CONSORT Flow
Diagram. Retrieved

from
http://www.consort-
statement.org/consort-
statement/flow-

diagram.


http://www.consort-statement.org/consort-statement/flow-diagram

|deally,
researchers put in
place procedures
to reduce loss of
participants during
the study, but
when it occurs,
there are several
options: (1) run
the data analysis
using data only
from those with
complete data or
(2) estimate the



missing outcome
data (Altman,
2009). When the
first option is
used, the
researcher is
obligated to try to
understand why
the data is missing
and what impact it
might have had on
the results. An
obvious way is to
look at baseline



data to see if
those who
dropped out are in
any identifiable
way different from
those who stayed
in until study
completion. There
are several ways
of doing the
second option but
all involve
assumptions
about what scores



or outcomes the
lost-to-follow-up
participants might
have achieved.
For those readers
interested in the
ways used to
estimating values
for the missing
data, you could
look for articles in
the health
literature about



“intention to treat
analysis.”

Large numbers of
dropouts and
missing data also
threaten the
generalizability of
the study’s
findings. For
example, a
randomized study
of a new physical
activity program



for second- and
third-grade inner-
city children might
find that the group
who participated
in the new
program did
better than those
who received a
placebo
intervention.
However, the
study had a 26%
dropout rate,



which was evenly
distributed across
both treatment
groups. Although
the even
distribution of
dropouts may not
have biased the
study results, the
benefit produced
by the new
program may not
be realized if the
program were



given to all
second- and third-
grade inner-city
kids. The high
dropout rate could
have produced a
study sample that
was not
representative of
the target
population, and
thus the
generalizability of
the study findings



would be called
into question.

While some
researchers make
a concerted effort
to understand the
impact of missing
data, others,
unfortunately,
gloss over or
ignore it. As a
research
consumer, you



should expect the
researcher to
acknowledge
large amounts or
differential loss to
follow-up
proportions.

Consistent
Delivery of
Interventions
Two-group
experiments
involve actively



doing something
to half of the
participants and
something else to
the other half. In
research
language, one
group receives the
experimental
intervention and
the other group
receives a
comparison
intervention. The



experimental
intervention is
usually a
somewhat new
intervention in that
its effectiveness
has not been
thoroughly
evaluated;
however, there
should be good
reason to believe
that it is safe and
will have a



meaningful impact
on the outcomes
of interest. The
comparison
intervention can
take one of five
forms (Kerlinger &
Lee, 2000):

= No intervention
at all

= A placebo
intervention



= Ausual care
intervention
n A different
intervention
= Same
intervention but
of different
dose (i.e.,
intensity,
frequency, or
timing)
Placebo
interventions are
designed to look



and feel similar to
the intervention
being tested but
to not really have
an effect on the
outcomes being
studied. At the
very least,
placebo
interventions
provide an
attention activity
for the
comparison group



to counterbalance
the attention the
intervention group
receives. This is
done because the
attention involved
in delivering an
intervention, in and
of itself, can have
an impact on
some outcomes.
For this reason,
studies of
teaching or



psychological
support
interventions often
use a placebo
group rather than
a no intervention

group.

Both the
experimental and
comparison
interventions
should be spelled
out in



considerable
detail in advance
of starting the
study and
consistently
delivered
throughout the
study. Steps taken
to ensure
consistent delivery
of the intervention
include:



m Specific study
protocols

= Training of
those who will
be delivering
the intervention

= Checks on the
delivery of the
intervention to
ensure
compliance
with study
protocols

If either



intervention
morphs during the
course of the
study, the contrast
between them will
be lost. This loss
of contrast will
invalidate the
results because
the comparison
the researcher set
out to make will
no longer exist.



Wrap-Up

In summary, an
experimental
study is usually
sound when
researchers do
the following:

1. Specify the
target
population

2. Determine
sample size
by doing a



power
analysis

. Use random

assignment
to ensure
that groups
are
equivalent
at the start
of the study

. Control

extraneous
influences
and



potential
bias

. Take steps
to ensure
that
participants
stay in the
study and
contribute
data at all
collection
times

. Ensure that

interventions



are
delivered
consistently

Use of these
research methods
ensures that any
significant
differences
detected in the
outcomes of the
groups studied
can be attributed
with confidence to



the difference in
interventions the
group received.
And if no
differences are
found, use of
these methods
ensures that the
lack of difference
can be attributed
to the fact that the
two treatments do
not have different
impacts.



Measurement
of the
Outcome

Variables
As the st